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## Abstract

# Handling Large Data Storage in Synthesis of Multiple FPGA Systems 

Amal Khailtash

Implementing DSP algorithms on single or multiple FPGAs has the advantages of short time to market, non-recurring engineering, and fast prototyping. Most of today's FPGAs provide fast arithmetic operations and large enough internal RAM storage that makes them very appealing to prototyping large systems, even building DSP applications. So having a good architecture to begin with is a good asset to engineers.

This thesis investigates the issues of handling large data storage in the synthesis of multiple FPGA systems especially in digital signal/image processing applications. In these applications very simple to complex algorithms are performed on large amounts of data an image. An efficient way to store and access these data, the storage of intermediate variables locally or on RAM, is presented. The maximum pipeline level is extracted based on this storage and access scheme. A generic architecture for execution of arbitrary DSP algorithms with multiple memory banks is proposed. An ILP formulation for assigning memory banks to variables is presented. For demonstration purposes, a pipelined complex FFT has been developed in VHDL and the efficient storage and access order for this algorithm is presented. Also, based on these storage/access orders, the generation of addresses is done using hardware address generators.
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## Chapter 1

## 1. Introduction

With today's increasing need for processing power in the telecommunications and other industries, new techniques are used to accelerate the design turn around and to decrease the area/power consumption of the system, yet increase the system performance. New high-level synthesis toois should consider many factors and try to manipulate the system definition based on the designer's specification at a higher level of abstraction before going down to the RTL $^{1}$ code optimization and the final physical implementations. The need for more architectural enhancements, either manually or by a high-level architectural synthesis tool is more essential and evident.

New techniques based on hardware/software codesign, which has recently come to the attention of many researchers [1], [2], [3], [4], [5], [6] and the industry, try to merge all aspects of system design in one unified environment that can tackle the problem and do optimizations at all levels and across multiple domains. Codesign tools allow a designer to specify an algorithm at a high level of abstraction. The tool does a lot of optimizations and finally partitions the design into a software module that would reside on a general purpose processor and another module that would go into a dedicated logic such as multiple FPGA ${ }^{2}$ or ASIC $^{3}$.

[^0]With today's million-gate FPGAs, one can put more functional units like multiplier-accumulator blocks in parallel and achieve a higher performance. It is also possible to find a vast variety of soft and hard cores ranging from different DSP ${ }^{4}$ algorithms, microprocessors, $\mathrm{PCl}^{5}$ interface cores, to large cores like MPEG ${ }^{6}$ encoder/decoder chips, network controller chips, and communications systems building blocks. There are many design houses and independent designers that work only on creating IP $^{7}$ cores, which come complete with testbenches and documentation and sometimes even the source codes, using the latest EDA ${ }^{8}$ tools.

FPGA devices are ideal prototyping tools for small to medium size systems. The MTTM $^{9}$ for systems implemented using FPGAs is small. The NRE ${ }^{10}$ associated with the system is also low compared to an ASIC because of the fewer number of steps needed to arrive at the final design and the chance to enhance previous designs faster and try different designs in less time. FPGAs also have the advantage of reconfigurability. The concept of on-the-fly reconfigurable boards is not new. In fact there have been many papers on this subject [7]. There are also commercial products that make use of this technique and the reconfigurability of the SRAM based FPGAs. One such product is the MEGA-OPS system that has multiple FPGAs and three memory banks on a single board.

[^1]Their goal is to implement hardware accelerator boards that speed up the computations on a personal computer. They use a C-style language to specify the algorithm and a compiler that compiles it to an intermediate form and finally to a form suitable to be downloaded into the FPGAs on the board. Once the FPGAs are configured the board can execute at a much faster speed and the speed-up gained is much more than the software only implementation of the algorithm. It also has the flexibility of the software; i.e., one can change the algorithm and download a new one into the board and use the system for a different purpose.


Figure I. A reconfigurable board.
One can also achieve a higher performance by parallel implementation of algorithms on an FPGA or dedicated logic than implementing it on a general purpose DSP processor. This is true if one can convert a floating point algorithm to its fixed-point counterpart with reasonable resolution, FPGAs could have advantages over general purpose DSP processors. Otherwise floating-point operations are better done on floatingpoint DSP processors. Currently, the DSP processors have a few (usually one or two) built-in multiplier-accumulator units that are the essential part of most digital signal processing algorithms. New breeds of architectures from Texas Instruments, Analog

Devices, Lucent Technologies and Motorola are using VLIW ${ }^{11}$ processors with multiple data pipelines to improve the performance and throughput of the processor for these applications.

Most signal processing applications, especially those in the field of image processing, need to access large amounts of data that are normally stored in RAM. The way in which this access is done highly affects the final architecture. Also the way one sets the constraints on the synthesis tool affects the performance and area of the final architecture obtained. The goal is to increase the memory bandwidth thus increasing the performance of the system, but this may add to the total area, which may not be very desirable in all applications. Therefore there is a trade-off between the area and the performance of the system. The area/performance factors also affect the final power consumption of the system.

The purpose of this work is to study a system architecture with multiple memory blocks that can be accessed simultaneously by the processing kernel, which will run the algorithm. These memory blocks allow the exploitation of parallelism that may increase the throughput of the system. Adding more memory blocks and more parallel data paths may not be optimal for different applications. More parallelism in an algorithm also puts constraints on the memory subsystem. One has to provide more data in parallel for alleviating the bottlenecks and not to starve the pipelines of the computing engine.

[^2]
### 1.1. Motivation

High-level architectural synthesis tools have come a long way and have tackled different aspects of a design. There have been many studies on synthesizing and automating the generation of optimal data paths and control logic to execute a specific algorithm. In recent years, with advances in communications technology and the advent of complex DSP systems, architectural transformations and enhancements have become more important than ever. These optimizations tend to ignore the effects of auxiliary memory used in these algorithms. The way the variables are stored in memory and how they are accessed during the execution of the algorithm can dictate how the control structures work and can also affect the data path itself. The million gate era for FPGAs has arrived and as more and more functionality and architectural improvements appear in new FPGAs, the dream of millions of gates SOC $^{12}$ becomes a reality. But without proper tools and knowledge of the algorithm and different architectures, these devices may not be utilized as efficiently as possible. Architectural decisions and enhancement techniques are equally important to both FPGA and ASIC designs, but they are more important for ASIC flow with its associated NRE cost and time spent during the design.

This work emphasizes the importance of paying attention to the memory subsystem during architectural synthesis and enhancements that can be achieved by proper selection of the number of memory banks and scheduling of the read/write operations. Traditional techniques are reviewed and different views on the subject are explored.

This study tries to find answers, techniques, formulations, heuristics and arrive at a novel architecture for a multiple memory system. The main issues are choosing the right
number of memory banks for a specific algorithm, correct schedule for the memory transactions and sketching the final design.

The techniques presented will assist in arriving at a better architecture with multiple memory banks that can be used for running different DSP algorithms. The architecture presented is simple yet effective. Later chapters will show this simplicity and how it makes a design based on this architecture to run much faster than others.

### 1.2. Outline

Chapter 2 starts with explaining the basics of high-level synthesis, especially architectural synthesis. The fundamental processes involved in arriving at an optimal architecture that can be used to run a variety of DSP algorithms are explained. The methods described are independent of the target technology used, whether it be ASIC or FPGA. The emphasis of the following chapters would be on FPGAs.

Chapter 3 concentrates on discussing different methods and issues found in papers dealing with architectural synthesis of algorithms that use memory to carry out their task. After showing different architectural transformations, a generic architecture for running DSP algorithms is proposed. A method to find the maximum pipeline level for various accesses to the scratch-pad (temporary) memory used for storage of intermediate and final variables is presented. This chapter ends by showing the effects of retiming and pipelining on the variable life times and thus the memory used. A schedule for an FFT algorithm will also be shown.

[^3]In chapter 4 a novel approach for finding the optimum number of memory banks for a specific algorithm is presented. First, an exhaustive search scheme that has very big run times is shown, and then the same problem is formulated using the Integer Linear Programming. From this chapter on, the FFT example algorithm is used throughout the work.

Chapter 5 goes over different techniques in generating addresses for a specific algorithm and finally shows a method to build a hardware address generator.

Chapter 6 uses the methods developed in the previous chapters to implement an FFT hardware engine.

Chapter 7 presents the detailed VHDL design of a complex FFT and shows the design challenges and issues. Different aspects of VHDL design of the data path and control logic for this optimized DSP algorithm is shown.

Chapter 8 gives future directions and brings up issues to be resolved in dealing with memory in architectural synthesis.

## Chapter 2

## 2. High-Level Synthesis and FPGA design Flow

There are many steps involved in the high-level synthesis of architectures [8]. Followed by the architectural synthesis is the actual logic synthesis or silicon compilation. The results of architectural synthesis affects the outcome of the final design after logic synthesis; i.e., the design decisions made and tradeoffs used in choosing the architecture changes the area/speed grades of the result.

Nowadays many synthesis and EDA software companies' attentions are focused on making synthesis tools more aware of and capable of making architectural decisions to improve overall system performance, power and area.

### 2.1. Electronic Design Automation and Synthesis

The electronic industry is a very fast, dynamic filed that is also very competitive.
To reduce the amount of time spent designing a system, design automation and synthesis are introduced. Electronic design automation deals with making most of the design steps automatic and faster to complete. It covers all aspects of the design from the design entry to implementation and finally design verification. Design automation allows the designer to try out different designs and come up with a good trade-off in the shortest amount of time. This lets the designer to arrive at the most optimum design needed for a specific application.

Design entry could be schematic, block diagram, state diagram and flow charts or other means of specifying the system. Design implementation EDA tools cover the synthesis, partitioning, placement and routing of the design. Examples of the design verification tools are high-level and gate-level simulators and automatic test bench generators.

Synthesis is the action of arriving at a circuit at the finest grain after specifying the system at a higher level of abstraction. Synthesis is usually divided in three different categories:

1. High-level synthesis
2. Logic Synthesis
3. Layout and physical synthesis

The high-level synthesis transforms the specification of a design, which is at the highest level and specifies the behavior of the system, to a structural netlist of interconnected components and RTL logic. This is explained in more detail in the next section.

Logic synthesis deals with converting the structural RTL specification of the design to an optimal (simplified) combinatorial and sequential logic mapped to a specific technology and cell library. Logic synthesis is not covered in this work (refer to [10]).

Layout and physical synthesis converts the mapped structural design into the exact physical geometry or layout of the design. This includes the actual placement and routing of the components.

### 2.2. Operations Done in High-Level Synthesis of Architectures

The first step in high-level synthesis is the compilation of the source description, whether it be an HDL or other high-level representation of an algorithm to an intermediate format. This intermediate format is transformed into a more suitable representation for high-level synthesis that is usually a Control Data Flow Graph (CDFG). A Control Data Flow Graph is referred to two directed graphs called a Control Flow Graph (CFG) and a Data Flow Graph (DFG). A CFG contains the flow of control in the original specification with nodes being the operation and the edges being the dependencies of operations. The DFG contains the flow of information from one operational unit to the other. These operations usually encompass compiler-like and hardware-specific transformations.

Some of the transformations at this stage include: converting more complex operations to simpler ones with the same functionality, increasing the parallelism in the operations, and reducing the number of data flow levels.

After a CDFG is extracted from the high-level language specification, from this CDFG, the control circuitry and the data path are derived.

The main tasks in high-level synthesis that should be done to derive an architecture from a system specifications are: Allocation, Binding and Scheduling. After these three steps the design is written out in a structural RTL language and passed to logic synthesis. The three main steps in high-level synthesis are explained briefly.

Allocation is the assignment of different functional elements for the system, including Functional Units (FU) - adders, multipliers, ALUs, etc.- Registers, Register Files, RAMs, Interconnections, Busses, MUXes, and Bus Drivers. The selection of
different functional units is based on the constrains passed to the synthesis tool. The allocation phase tries to select operations that seem to satisfy the timing constraint by looking at the DFG.

Binding is the assignment of operations to functional units, data transfers to busses, multiplexers and interconnections, variables to registers, register files and memory blocks, addresses to memory locations. Binding tries to optimize the sharing of hardware resources. Operations done at different cycles can share the same functional unit, variables that are not alive (needed) at the same time can share the same register or memory location, and data transfers that do not occur at the same time can share the same path (bus or multiplexer).

Scheduling is the assignment of data transfers, lifetimes, operations to clock cycles in a synchronous system. Scheduling tries to optimize the number of clock cycles needed to finish the algorithm given the constraint on the hardware resources and the number of clock cycles. This operation takes into account the control relationships specified in the CFG and also should consider the data dependencies specified in the DFG. Scheduling also deals with chaining of operations and multi-cycle operations.

These three tasks and their relationships is shown in Figure 2.


Figure 2. Tasks in a high-level synthesis tool
In a synthesis tool, these tasks are done to obtain an architecture from specification. The starting point for these tasks is usually Allocation. But there is a cycle among these three tasks that should be done a number of times to arrive at the desirable architecture based on the constraints put on the synthesis tool by user specification. Some synthesis tools break this cycle at some point or even do two or three of theses tasks together. The complexity of the tool increases as these tasks are done together, but the architecture obtained is closer to the optimal architecture because doing the processes together gives global visibility of the system to the tool.

There are different scheduling techniques. A few of them are:

1. First come, first served (FCFS) scheduling. This looks only at data dependencies and tries to schedule operations from the first to the last one whichever come first.
2. ASAP (as soon as possible) scheduling, by which, operations are scheduled as early as possible considering their dependencies.
3. ALAP (as late as possible) scheduling, by which, operations are scheduled at the latest possible maximum time allowed.
4. Critical path scheduling, also called mobility scheduling, schedules operations based on their mobilities. Mobility of an operation is the difference between its ALAP and ASAP schedule.
5. Lifetime scheduling tries to find a good schedule by minimizing the number of registers.

Other scheduling techniques are "Force Directed Scheduling", "List Scheduling", and "Look-ahead Scheduling".

In this study, work on binding variables to memory blocks and addresses to memory locations are undertaken. Other tasks are also reviewed as the final architecture is derived.

### 2.3. FPGA Design Flow

To arrive at the final programming bitstream for the FPGAs, a designer starts by system specification and then capturing the design with a design entry tool. Design entry can be pure schematics, pure $\mathrm{HDL}^{13}$ code ( $\mathrm{VHDL}^{14} /$ Verilog), or mixed schematics and HDL. Following this is a simulation step, in which the functionality of the design is verified. After the verification step, is the actual synthesis of the HDL code and design optimization. The input to this step is the designer's timing and area constraints. The first step in the design implementation, is the HDL synthesis and mapping the design to the

[^4]target device (technology mapping). Then the mapped design is flattened and all the elements are placed considering the timing and placement constraints. After placement, is the automatic constraint-driven routing of the nets in the design and their interconnects. At the end of this step, the configuration bitstream for the FPGA is produced.

To verify the functionality at this stage, one must back-annotate the actual delays from the placed and routed design back to the flattened HDL netlist and do a timing or back-annotated simulation. The result of this simulation is to be compared with the result of the functional simulation. If the two results are within the allowable range of design specifications, the design cycle is complete. The complete flow is shown in Figure 3.

The ASIC design flow is very similar to the FPGA flow with a few more additional steps. There could be an RTL floor-planning before the actual synthesis to improve the area/performance. After the synthesis, which takes user constraints and the target technology's cell libraries, is the final floor planning and placement of the modules. For better design testability, a DFT $^{15}$ scan chain insertion step is done in which the IEEE 1149 boundary scan chain logic is inserted at the I/O boundaries.

An Automatic Test Pattern Generator (ATPG) module and a signature analyzer module could also be placed on chip to do self test and sanity check on the circuit.

[^5]

Figure 3. FPGA design flow
There could be an additional power optimization of the system in which some techniques are used to reduce the toggling rate of flip-flops thus reducing the power consumption of the system.

After the final routing is the delay extraction and generation of the back-annotated netlist that is usually in the EDIF ${ }^{16}$ format or VHDL/Verilog netlist with associated SDF ${ }^{[7}$. A comprehensive simulation is done at this stage and if there was a problem at this stage, the preceding steps could be repeated. After the final confirmation that the design satisfies the design specifications, the masks are generated and the chip layout is done. The masks are sent to the fabrication facilities where the chip is fabricated and packaged.

[^6]
## Chapter 3

## 3. Handling Memory in Synthesis of Architectures

In this chapter, different architectural transformations related to the synthesis are explored and then different memory access (loop) transformations are presented. Then some of the published techniques in dealing with synthesis of DSP algorithms that make use of memory as temporary storage are reviewed.

### 3.1. Architectural Transformations

There are very simple architectural transformations that can improve area and/or performance of a specific algorithm. Some of these transformations are results from compiler technology [9] applied to hardware synthesis [10], [11], [12].


Figure 4. Architectural iransformations.

As can be seen in Figure 4, one can see three different simple transformations, which improve the overall system area/performance by reducing the number of operational units and their associated delay.

The first transformation is the use of other functionally equivalent, more area/speed efficient operational units in place of more costly ones. An example would be using shifts instead of multiplication by a constant power of two number. This improves both area, speed and power consumption of the system.

The second transformation is using the association property of operations to merge and group multiple operations. This improves delay and therefore system performance.

The third transformation is distribution or what is usually called resource-sharing. And that is to factor and use the common part of multiple operations. This improves the resulting area and power consumption.

### 3.2. Memory and Loop Transformations

In section 3.5 , the reader will see how arrangement of variables in memory (storage order) and accesses to those variables (access order) can affect the pipeline length and the variable lifetimes in memory. There are other ways to reduce the memory traffic (reads and/or writes) by using loop transformations.

One can observe the following different methods mentioned in [13]:

1. Loop-invariant removal tries to move the parts of the loop body that do not depend on the loop index to outside of the loop body.
2. Load-after-load optimization removes the second load from the loop body if the second access is to the same location as the first and the sequence of operations have not changed the value of the variable accessed.
3. Load-after-store optimization removes load if there were no other store operations to the same memory location and the internal variable is used instead of another memory access.

To improve the performance of computer systems and algorithms, one can increase the number of memory banks that provide data to a specific architecture and keep its internal pipelines fully utilized. Usually data interleaving is used for the storage of information in these multiple memory, parallel systems. But this may result in memory access contention and pipeline stalls. There are also other dynamic methods to increasing the performance of multiple memory, parallel systems by using dynamic storage schemes and address transformations [14], [15], [16].

### 3.3. Studying Different Methods

In this study, different approaches taken in different areas of computing applications have been looked at. One such approach is in the implementation of data structures and memory management strategy using window analysis in the Cathedral-II system [17]. It analyzes the algorithm and for a given number of memory ports reduces the total number of storage locations needed to a near minimum. First, the minimum number of locations that store each data structure separately in chunks of contiguous RAM locations, called pages, is found. Next, pages can share the same physical memory locations if their contents is not alive simultaneously. It was also observed that storage
order and access order of a data structure in memory, changes the amount of storage requirements. In this system, which is based on lifetime analysis, variables with disjoint lifetimes can share the same memory location thus reducing the memory size needed. The "window of an array" is that section of the array that should be alive in memory in order for the algorithm to run properly. With the change in the storage and access order of an array the window of the array changes and thus changing the amount of local memory required in the architecture.

Another approach taken, is using loop and control flow transformations using polyhedral dependence graphs (PDG) [18] and finding an ordering vector for optimal memory access having the bandwidth constraint as the maximum number of simultaneous memory accesses at any time point. Their approach is that all the intermediate variables that are sure to be consumed directly after their production do not have to be stored in background memory. One important point is that memory size is related to the maximum number of signal instances to be stored at any point of time for a given ordering of operations.

Another interesting paper is in the field of high-level-language compilers for parallel machines and the subject of loop transformations to increase parallelism. In this paper [19], a number of transformations are proposed to increase parallelism. The object of this paper is parallel computers that have fixed architecture and is different from what has to be done for this work; i.e.; compilation for an architecture that is unknown.

In another paper [20], a technique using Mathematics of Arrays and the $\psi$ (PSI) calculus is used to generate addresses for data transfers that require less data transfers
than more traditional algorithms. But again this is targeted for general purpose processors with fixed architectures and single memory port that is not suitable for the purpose of this work.

In [21] a coprocessor engine using FPGAs for a general purpose DSP processor is shown that helps in the computation of a $3 \times 3$ convolution on a 2-D image data. They extract the window, or the active variables needed to compute one $3 \times 3$ convolution sum, from the algorithm and with the aid of FIFOs they supply enough data for the architecture implemented in the FPGA to compute the rest of the convolution.

It is known that how the data is stored in memory and how it is accessed can affect the memory requirements of the final architecture. In [22], [23], [24], it is shown that arranging the data in multiple memory banks for a parallel machine can change the throughput of the system. So there is a trade-off in the number of memory ports (blocks) and the amount of local storage inside an architecture for different algorithms.

### 3.4. Architecture Proposed for Executing DSP Algorithms

From the study of all these papers the following design is proposed (Figure 5) that is suitable to implement a number of different DSP algorithms with different degrees of parallelism. It is assumed that the algorithm is originally specified with some kind of loop structure and the inner core of the loop is specified as a signal flow graph. The memory blocks could be implemented as discrete memory or as embedded memories inside FPGA, which are abundant in today's FPGA architectures.


Figure 5. Proposed architecture
To illustrate this, an 8-point, radix 2, in-place $\mathrm{FFT}^{18}$ based on this design is chosen for implementation (refer to [45] for detailed explanation of FFT). In this multiple port memory design, it is desirable to be able to pass data from each of memory blocks to the inputs of the data path kernel, which is implementing the inner core of the loop of the signal flow graph. And it should also be possible to store the outputs of the data path to any or all of the memory blocks. This is the reason for the memory port switch-box unit at the inputs and outputs of the data path to the memory blocks. This is derived from the fact that in many of the signal flow graph representation of algorithms, if the signal flow graph is repetitive (composed of similar operations), one can fold the graph and only implement the repetitive part and forward the proper data to the inputs of this folded graph. This can be seen in the signal flow graph of the FFT example; as in Figure 6.

[^7]

Figure 6. 8-point, radix 2. in-place FFT (Cooley-Tukey)
Assuming, all the memory accesses have been assigned to the variables that should be stored in memory, with a specific computation order, one should schedule the reads and writes of these variables and also bind them to a specific memory port.

To do this, the first task is to assume a computation order. For this purpose consider the fully folded graph of the FFT example; as in Figure 7.


Figure 7. A number of folded implementations of the FFT
The computation order considered; having Figure 6 in mind, is a column-wise scan of the signal flow graph; i.e., the top-left butterfly is computed first, then the second topleft butterfly, then the third-top, and so on. For each step of the computation an iteration count is assigned; i.e., the first butterfly is assigned 0 , the second 1 , and so on. To continue the process, allocation, scheduling, and binding for the butterfly graph is done and the number of cycles needed to finish the operations is found. Then considering the architecture proposed in Figure 5, one should do the following operations one after another. In the first iteration of the loop, the necessary variables are supplied to the correct inputs of the butterfly (the data-path core in Figure 5), then it is time for the computation cycle of the butterfly itself, and then the output results are written to one or a number of memory blocks.

The memory switch-box is responsible to route the correct input to the data path and the result to each memory block. These series of operations can be seen in Figure 8.


Figure 8. Sequence of operations in execution of the graph
The write operations of each iteration can be done with the read operations of the next iteration assuming there is no conflict in the memory organization; i.e., there can be simultaneous reads and writes, and also the variable produced is only consumed at least two iterations apart. If the variable is going to be used in the next iteration it can be fed back to the graph with a single delay or a recursive edge instead of being stored on the external memory to the data-path.

If the inner core graph cycle time is comparably longer than the cycle times of read and write operations, the graph computation of the third iteration can also be done in parallel with the read of the second, and write of the first iteration. The resulting order of operations can be seen in Figure 9.


Figure 9. Sequence of operations, showing the parallelism achieved.

### 3.5. Extracting the Maximum Pipeline Level

Now the weights of each edge of the folded graph are extracted. Weights are the delays that should be put at the output of one iteration so that the correct value is passed to the iteration that needs this value. For example, if a value is produced at iteration 5 and is used at iteration 9 , there should be a delay of $3\left(Z^{-3}\right)$ at the output or an edge with weight 3. Figure 10 shows different order of operations needed to compute the FFT in Figure 6. In all cases the precedence of operations should be preserved to guarantee the correct computation. These different orderings result in different number of delays needed for each variable, in another word, there will be less number of memory locations needed to keep the variables in between the iterations depending on this order.

With the labeling of the edges and inputs of the butterfly in Figure 9, the following tables tabulate the number of $Z^{-1} s$ needed on each edge based on different computation order. Basically, if the delay is more than one, the variable is stored in memory, otherwise it is saved in a register that is represented by a recursive edge. These registers allow further pipelining of the core graph and data-path, thus reducing the cycle time.

| 10 | 11 | Input Set no. | 00 | 01 | Output Set no. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| x[0] | x[4] | LS1 | $\mathbf{X}[0]$ | X[4] | OS1 |
| $x[2]$ | $x[6]$ | IS2 | X[1] | X[5] | OS2 |
| $x[1]$ | $x[5]$ | IS3 | X[2] | X[6] | OS3 |
| x[3] | x[7] | 154 | X[3] | X[7] | OS4 |

Table 1. The set of inputoutput connections to the inputs \& outputs the butterfly
First delays for column-wise scan is extracted, and then the same is done for other types of scan.


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS1 | IS 2 | IS3 | IS4 | - | - | - | - | OS1 | OS2 | OS3 | OS4 |


| $e 1$ | $e^{2}$ | $e 3$ | $e 4$ |
| :---: | :---: | :---: | :---: |
| 2 | 3 | 2 | 1 |
| 2 | 3 | 2 | 1 |
| 6 | 8 | 4 | 2 |
| 6 | 8 | 4 | 2 |$\longrightarrow$


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS1 | IS2 | - | - | IS3 | IS4 | - | - | $0 S 1$ | $0 S 2$ | $0 S 3$ | $0 S 4$ |


| e 1 | e 2 | e 3 | e 4 |
| :---: | :---: | :---: | :---: |
| 2 | 8 | 7 | 1 |
| 2 | 6 | 5 | 1 |
| 4 | 5 | 2 | 1 |
| 2 | 3 | 2 | 1 |$\longrightarrow$|  |
| :---: |


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS1 | IS2 | - | IS3 | IS4 | $\cdot$ | $0 S 1$ | $0 S 3$ | - | - | $0 S 2$ | 004 |


| $e 1$ | $e 2$ | $e 3$ | $e^{4}$ |
| :---: | :---: | :---: | :---: |
| 4 | 6 | 4 | 2 |
| 4 | 6 | 4 | 2 |
| 4 | 5 | 4 | 3 |
| 4 | 5 | 4 | 3 |


| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IS1 | IS3 | IS2 | IS4 | - | - | - | - | $0 S 1$ | OS3 | OS2 | OS4 |

Figure 10. Different scan orders for the sample FFT graph

By studying these scan orders it is possible to further pipeline the data-path. If the number of $\mathbf{Z}^{-1} \mathrm{~s}$ are more than one in all iterations, the number of $\mathrm{Z}^{-1} \mathrm{~s}$ can be reduced by one and that $Z^{-1}$ be moved inside the data-path to use it as pipeline register. This will drastically decrease the cycle time of the core data-path and the throughput of the system is increased by paralleling more operations.


Figure 11. Retiming and pipelining illustrated
Now consider the data-path core shown in Figure 11 with two of the recursive edges with weights 2 and 3 ; shown as black-filled boxes and also assume that it is possible to move in as many $\mathbf{Z}^{1}$ s. By moving the $\mathbf{Z}^{-1}$ s inside the data-path, the execution time of the
core is decreased. But it is not possible to move all of the $Z^{-1} s$ in, otherwise the iterations' interdependency will be lost and the correct algorithm would not be implemented. This is because this data path is derived by folding the original signal flow graph. The only way to preserve the algorithm correctness is only to move in one less than the minimum number of $\mathrm{Z}^{-1} \mathrm{~s}$ at each iteration; i.e., to use the minimum of the weights at each column.

### 3.6. Scheduling the Graph

Next the FFT example is investigated and the reads and the writes to the external memory for the first type of scan (column-wise) shown in Figure 10 is extracted. With the previous discussions in mind, only one $\mathbf{Z}^{-1}$ can be moved from each edge in and used as pipeline register inside the data path. Having done this, the operations (reads and writes as in Figure 12) can be scheduled. It is assumed that, it is possible to have two simultaneous reads and two simultaneous writes; either by having a dual-port memory architecture or by having two memory subsystems.

This further reduces the cycle time of the execution of the whole algorithm. But if this is much too expensive, the reads and writes could be scheduled sequentially one after another.


Figure 12. Scheduled FFT with noo-stage pipelined butterfly core and variable lifetimes
From this discussion, it can be seen that pipelining the core shortens the total execution cycle of the algorithm. Higher levels of pipelining are also possible by introducing what is called a no-op node to the graph on edges that have the least number of $Z^{-1}$. By introducing new nodes into the graph, the number of $Z^{-1} s$ that can be moved inside the core to be used as pipelined registers could be increased. Higher levels of pipelining allow to remove the dependency among input, output operations and also the core. This simplifies the task of memory bank assignment because it is no longer needed to know the schedule of the operations in the graph and all the operations, including read and write to the memory, having the mobility of the whole execution cycle.

## Chapter 4

## 4. Memory Bank Assignment

In this chapter, explanation is given on how to assign a memory bank number to the edges of the graph so that the memory bank usage is balanced and also on how to simplify and reduce the logic needed in the controller of the final architecture. The example graph used in this chapter is a radix-4 16-point FFT (refer to [45] for detailed explanation of FFT), assuming having only two memory banks. The graph is shown in Figure 13.


Figure 13. Radix-4 16-point FFT
An in-place storage scheme is assumed; i.e., the final result of the FFT is assumed to be stored in the same place as the original input data, but the difference with the inplace storage is that the intermediate results will not be stored in the same place as the
input data. Therefore, in the graph of Figure 13 the output edges are assumed to be wrapped around and connected to the corresponding inputs of the graph. The task is divided in two parts. One is the resource balancing, which in this case is the balancing of the memory banks usage. The second is to simplify the controller that is going to be mapped into a single or multiple FPGA system along with the data path itself. One way to simplify the controller is to reduce the number of control words used in the controller. In most of the signal processing algorithms, especially those with large storage needs and image processing applications, one can find a regularity in the usage of memory. If one can exploit and take advantage of this regularity in the access of the memory banks, the controller words that address the memory could be reduced substantially.

### 4.1. Exhaustive Search of the Solution Space

In the first attempt in the memory bank assignments, an exhaustive search routine was developed to do these two tasks at the same time. The assumption is that there are two memory banks and a memory bank should be assigned to each edge in the graph. With two memory banks, a binary variable is used to distinguish between the two; i.e., a ' 0 ' means the first memory bank and a ' 1 ' means the second memory bank. There are 32 edges in the graph and they are numbered from 0 to 31, and a 32-bit variable is used for the assignment of all the edges and each bit in this number represents an edge in the graph. For example a value of $0 \times 33 C C 33 C C$ means edge_0 is assigned to bank_0, edge_1 to bank_0, edge_2 to bank_1, and so on. It is assumed that the final architecture will have one processing core for the 4-point FFT, four inputs and four outputs. The binary number assigned to the edges of the graph make a 4-bit binary number at the input, and a 4-bit binary number at the output of this 4-point FFT at each iteration of the algorithm. This is
called a symbol, a write symbol for the output number and a read symbol for the input number.


Figure 14. Pictorial representation of a symbol
The algorithm tries to assign symbols (in this case from $0 \times 0000$ to $0 \times 1111$ ) to the reads and the writes of each iteration, so that, first the symbol assigned is balanced in the number of 0 s and 1 s it has (this balances the memory bank usage) and second, the number of symbols for reads and those for the writes are minimized. The cost function used is:

```
\((\) number_of_read_symbols \()+(\) number_of _write_symbols \()+^{\text {_ }}\)
Total_number_of _symbols
    \(\sum_{i=0}(\) Count_of_symbol \() i *(\) Cost_of_symbol \() i\)
```

The exhaustive search starts counting from $0 \times 00000000$ to $0 x F F F F F F F F$ and at each step checks the cost function and accepts the assignment only if the current cost is less than the pervious calculated cost.

### 4.1.1. Implementation Details

The algorithm is implemented in C and is given in Appendix A . At the beginning of the program, two arrays, a source edge and a destination edge with size of the number of edges in the graph, are declared and initialized with the node number that the edge connects to. Another array is initialized with the input and output edges that connect to a node. Two other structures are declared for an edge and a node. The edge has three fields, source node number, destination node number and the bank number assigned to it. A node has two arrays of input edge numbers and output edge numbers.

A symbol is defined to have a cost, a count of how many times it has been used and whether it has been used or not. Because each node has four input and four outputs, there are sixteen possible symbols whose costs are defined in the symbol_costs array. In the symbol's binary representation, if the number of ones and zeros are balanced (two each), the symbol cost is 0 . If there are 3 ones/zeros and 1 zero/one in the symbol, the symbol cost is 1 and if there are 4 ones/zeros in the symbol, the symbol cost is 2.

There are 32 edges in the sample graph and a 32-bit number is used to represent all the memory assignments for the edges. A zero means that bank ' 0 ' is assigned to that edge and a ' 1 ' means that bank 1 is assigned to that edge. The algorithm starts by initializing the edges and nodes of the graph and then initializes the symbol table. Then the exhaustive search begins that counts from $0 \times 00000000$ to $0 \times$ FFFFFFFFF and at each iteration checks the current cost. If the current cost is less than the latest calculated cost, the program reports the last cost, the current cost, the number of different words used and the current assignment.

### 4.1.2. Results from the Exhaustive Search

This exhaustive search was very slow and time-consuming, so a new technique based on the integer linear programming (ILP) formulation and using the GAMS solver was used and will be shown later. The results of the assignments for radix-4, 16-point FFT and two memory banks summarized in the following table.

| Read Symbols <br> (Hex) | Write Symbols <br> (Hex) | Cost of Read <br> symbols | Cost of Write <br> Symbols | Total Cost |
| :---: | :---: | :---: | :---: | :---: |
| $3, \mathrm{C}$ | $3, \mathrm{C}$ | 0 | 0 | 4 |

Table 2. Results for radix-4, I6-point FFT and two memory banks (exhaustive search).

### 4.2. Formulating the Problem in ILP

By formulating the problem in ILP, the search space is basically limited from all the infeasible solutions to some that may be a solution but not necessarily the best one. Search space is all the possible assignments of memory banks to the edges. In the exhaustive search, there were no means to isolate those assignments that will cost too much, long before checking all the assignments. The checking routine had also too much overhead. Once a formulation is derived, the ILP solver does a branch and bound through the bounded search space and generates a cost. The constraints written, try to minimize this cost and arrive at an optimal solution. Depending on how the constraints are written, the solver may reach the absolute best or a local optimum answer.

Now a detailed explanation of this formulation is given. In this formulation, four static sets are used. I is the set of iteration indices or the nodes that are executed at each step, in this case from 0 to $7 . S$ is the set of symbols or the different assignments to the edges, in this case from 0 to 15 . E is the set of edges, the edges are numbered from 0 to 31. The inner edges are numbered first from the output of node 0 . And $B$ is the input or
output number, a number is assigned to each input port or output port to the core; i.e., 0 to first input, 1 for the second input and so on. The same thing is true for the outputs. So in this case $B$ is from 0 to 3 , because there are four inputs and four outputs.

There are sets that define the edges of the graph using the writer's iteration number (WI), reader's iteration number (RI), writer's output (bit) number (BW), and the reader's input (bit) number (BR). There is a dynamic set called EDGE_EXTS(E, I, J, BI, BJ) that has a member for each edge defined in the graph, this dynamic set is used in the constraints. Two binary variables $\mathbf{W}_{\mathbf{\prime}} \mathbf{X}(\mathbf{I}, \mathbf{S})$ and $\mathbf{R} \mathbf{X}(\mathbf{I}, \mathbf{S})$ are defined. Every ' $\mathbf{l}$ ' assigned to $W$ _ $X$ means symbol ' $S$ ' is assigned to the write at iteration ' I ', and a ' l ' assigned to $R \_X$ means symbol ' $S$ ' is assigned to the read at iteration ' $I$ '.

As can be seen in Table 3 and Table 4, only one symbol can be assigned to each iteration whether it be a read operation or a write operation. From this, the first two constraints can be written, as will be seen later (constraints 1 and 2 ).

W_X(I.S ) | IUS | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |
| 17 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |
| 3 |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |
| 6 |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |
| 7 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table 3. Sample assignments of symbols to iterations and nodes' outputs

| R_X (I.S ) | IIS | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
|  | 2 |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |
|  | 3 |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 4 |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |
|  | 5 |  |  |  |  |  |  |  |  |  |  |  |  |  | l |  |  |
|  | 6 |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |
|  | 7 |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |

Table 4. Sample assignments of symbols to iterations and nodes' inpurs
The input and output symbols that are used are reflected in the W_SYM and R_SYM binary variables as a ' 1 ' (constraints $3 a, 3 b, 4 a$ and $4 b$ ). If the symbol is not assigned (never used), the associated W_SYM or R_SYM will be ' 0 '. Using these two variables, the total number of read and write symbols used (variables W_SYMS and R_SYSMS), that contribute to the final cost function (constraints 5 and 6) can be counted. Assigned to each symbol is a corresponding cost due to its distance from the average of a balanced memory access; i.e., for a two-bank memory system, writing or reading four variables into memory should send two variables to one bank and the other two to the other bank. One simplification to the problem is made by considering the nature of an FFT algorithm. It is known that one always does read or write complex variables having a real part and an imaginary part. Because these two parts are always read and written at the same time, they can be overlapped or merged, assuming only one single variable is read or written. This reduces the size of the symbols used.

The cost of every symbol is calculated and set as a constant parameter array, called SYM_COST. Constraints 7 and 8 compute the total cost of write (W_COST) and read symbols ( $\mathrm{R}_{2}$ COST).

| 1 | $\left\{\begin{array}{l} \sum_{S} W_{-} X(I, S)=1 ; \forall I \\ \sum_{S} R_{-} X(I, S)=1 ; \forall I \end{array}\right.$ |
| :---: | :---: |
| 3a <br> 3b <br> 4a <br> 4b | $\left\{\begin{array}{c} I_{M A X} * W_{-} S Y M(S)-\sum_{I} W_{-} X(I, S) \geq 0 ; \forall S \\ \sum_{I} W_{-} X(I, S)-W_{-} S Y M(S) \geq 0 ; \forall S \\ I_{M A X} * R_{-} S Y M(S)-\sum_{I} R_{-} X(I, S) \geq 0 ; \forall S \\ \sum_{I} R_{-} X(I, S)-R_{-} S Y M(S) \geq 0 ; \forall S \end{array}\right.$ |
| 5 | $\left\{\begin{aligned} W_{-} S Y M S & =\sum_{S} W_{-} S Y M(S) \\ R_{-} S Y M S & =\sum_{S} R_{-} S Y M(S)\end{aligned}\right.$ |
| 7 | $\left\{\begin{array}{l} W_{-} \cos T=\sum_{1} \sum_{S} W_{-} X(I, S) * S Y M_{-} \operatorname{COST}(S) \\ R_{-} \cos T=\sum_{I} \sum_{S} R_{-} X(I, S) * S Y M_{-} \operatorname{COST}(S) \end{array}\right.$ |
| 9 (x) | $\begin{aligned} & \sum_{S}\left[W_{-} X(I, S) * B A N K_{-} I S_{-} x(S, B I)\right]=\sum_{S}\left[R_{-} X(J, S) * B A N K_{-} I S_{-} x(S, B J)\right] \\ & ; \forall E, I \rightarrow J, B I \rightarrow B J, x=\text { TotalBanks }-1 \end{aligned}$ |
| 10 | Cost $=\left(W_{-} S Y M S+W_{-} C O S T\right)+\left(R_{-} S Y M S+R_{-} C O S T\right)$ |

Table 5. Constraints used for the 16 -point FFT memory bank assignment.
To summarize, constraints 1 and 2 force the assignment of at most one write or read symbol at each iteration. Constraints 3 to 8 count the total number of symbols and calculate the cost associated with them. Constraint 9, which is written for every edge, forces the source and destination of an edge to be assigned to the same memory bank. The number of constraints of the form of constraint 9 is one less than the number of memory banks used, in the case of two memory banks, one is enough. For more memory banks this constraint repeats with the difference that BANK_IS_1 is replaced by BANK_IS_2,

BANK_IS_3 and so on. These Boolean type variables are true ('1') wherever the corresponding bank in the symbol's digit is one, two, and so on.

To calculate the BANK_IS_x(S, B), there is a constant table called BITS(S,B) of the symbol S in decimal and its equivalent value in base TotalBanks. This is because a number is assigned to each edge that is from 0 to ToralBanks- 1 , which are digits of a number in base TotalBanks. Table 6 shows how the constant table of BITS(S, B) helps compute the Boolean BANK_IS_x(S, B).

| BITS S. B ) | $S \backslash B$ | $3\left(3{ }^{3}\right)$ | $2\left(3^{2}\right)$ | $1\left(3^{1}\right)$ | $0\left(3^{\circ}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 0 | 0 | 0 |
|  | 1 | 0 | 0 | 0 | 1 |
|  | 2 | 0 | 0 | 0 | 2 |
|  | 3 | 0 | 0 | 1 | 0 |
|  | 4 | 0 | 0 | 1 | 1 |
|  | 5 | 0 | 0 | 1 | 2 |
|  | 6 | 0 | 0 | 2 | 0 |
|  | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\ldots$ |
|  | $\ldots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |
|  | 27 | 1 | 0 | 0 | 0 |
|  | 28 | 1 | 0 | 0 | 1 |
|  | 29 | 1 | 0 | 0 | 2 |
|  | $\cdots$ | $\ldots$ | $\cdots$ | $\cdots$ | $\ldots$ |
|  | ... | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |
|  | 79 | 2 | 2 | 2 | 1 |
|  | 80 | 2 | 2 | 2 | 2 |

BANK_IS_I( 5.1$)=$ TRUE
BANK_IS_2(5,0)=TRUE
BANK_IS_l 6,1$)=$ FALSE BANK_IS_1 6,2$)=$ FALSE

Table 6. Base TotalBanks equivalent of symbols in 16 -point FFT and 3 memory banks
The total cost is calculated in the formula number 10 , and it is the sum of total number of write symbols, total number of read symbols, total cost of write symbols and total cost of read symbols. This value should be minimized and this is the objective function. The ILP solver tries to minimize this and give the best assignment.

The constraints let the solver to reach an answer if it exists. Adding more constraints makes the solver arrive at an optimal answer in much less amount of time.

### 4.2.1. Automatic Generation of the ILP Source for Arbitrary FFT

A C program has been written that generates the ILP source file for an FFT with arbitrary number of points and radix. The input to the program is the number of points in the FFT, the FFT's radix and the number of memory banks.

The program is very helpful when dealing with higher number of points. The first part of the ILP program is very similar to the exhaustive search algorithm. The graph needs to be constructed with all the edges and nodes in it. The symbol table and their associated costs should also be constructed. The program makes writing the ILP program easier by generating all the source and destination edges and all the necessary data needed for the ILP formulation.

Code generators are very popular in software design so it is in the Electronics Design Automation. One can write a program to generate another program for another compiler or design tool. This $\mathbf{C}$ program did take the hassle off specifying the graph edges and data in ILP.

### 4.2.2. Results from the ILP Formulation

The results of the assignments for radix-4, 16-point FFT and two memory banks, radix-4 16 -point FFT and three memory banks, radix-8, 64-point FFT and two memory banks are summarized in the following tables.

| Read Symbols <br> (Hex) | Write Symbols <br> (Hex) | Cost of Read <br> symbols | Cost of Write <br> Symbols | Total Cost |
| :---: | :---: | :---: | :---: | :---: |
| $3, \mathrm{C}$ | $3, \mathrm{C}$ | 0 | 0 | 4 |

Table 7. Results for radix-4, 16-point FFT and two memory banks.

| Read Symbols <br> (Hex) | Write Symbols <br> (Hex) | Cost of Read <br> symbols | Cost of Write <br> Symbols | Total Cost |
| :--- | :--- | :---: | :---: | :---: |
| $4,5,7, \mathrm{~A}, \mathrm{C}$, <br> $1 \mathrm{D}, 33,3 \mathrm{~B}$ | $4,5,7, \mathrm{~A}, 1 \mathrm{E}$, <br> $30,37,40$ | 0 | 0 | 16 |

Table 8. Results for radix-4, 16-point FFT and three memory banks.

| Read Symbols <br> (Hex) | Write Symbols <br> (Hex) | Cost of Read <br> symbols | Cost of Write <br> Symbols | Total Cost |
| :---: | :---: | :---: | :---: | :---: |
| 17, E8 | 17, E8 | 0 | 0 | 4 |

Table 9. Results for radix-8. 64-point FFT and two memory banks.
From these tables it can be seen that, the less the number of read and write symbols, the less the complexity of the address generators and control logic. It can also be seen that balancing the memory accesses may be more costly in regards to the total cost considered here.

The ILP solver reaches the solution in much less time than the exhaustive search.
The ILP formulation and the method proposed are a good start at reaching an algorithmic method to assigning banks to data flows of an algorithm. Heuristics should be used to do this at first and then come up with the proper algorithm.

In the next chapter, the process of address assignments to each memory bank is explained.

## Chapter 5

## 5. Memory Address Assignment and Generation

In this chapter, a technique to assign addresses to intermediate variables is discussed and also different techniques to build a hardware-based address generator is explored. One can find different techniques presented in the literature. Designing a flexible and efficient address generator is very difficult. The method used may also not be very useful in generating addresses for different algorithms.

### 5.1. Address Assignment

There has been many studies on the assignment of memory addresses to variables (register allocation) in the filed of Computer Science. A number of algorithms have been developed mostly for use with high-level language compilers. The commonly used algorithm is the graph coloring [25], [26] and how to find the minimum number of colors needed to properly color a graph. This minimal number of colors is also called the chromatic number of the graph.

Basically, coloring of a given graph $G=(V, E)$ with $K$ colors, where $V$ is the set of vertices, $E$ is the set of edges in the graph and $K \leq|V|$, is to find function $f: V \rightarrow(1,2$, $\ldots, K\}$ such that $f(u) \neq f(v)$ where $\{u, v) \in E$. It can be said that coloring of a graph is to assign a color to each of its nodes so that the nodes connected by an edge have different colors.

Register allocation is done by first creating a register interference graph, which is a graph that has V nodes that represent the variables and there would be an edge between two variables that are alive at the same time during the computation. These nodes are said to interfere with each other; thus the name interference graph. After this step, for a limited number of K registers, one should find a K-colorable graph.

The graph-coloring algorithm [27] belongs to the NP-complete set of problems that may result in an impractical amount of computation that is needed to find out the number of colors. For this reason and the fact that for fairly complex DSP algorithms with large number of data stored in memory, the graph coloring algorithm would be unrealistic to be used for address assignments for large number of registers, other methods should be used. The graph-coloring algorithm is mostly used in high-level language compilers for CPU architectures with small number of registers or for register assignment in synthesis of an architecture with few number of registers.

For different algorithms, one can exploit the regularity of the access and find a good address assignment. As was seen before, the access scheme could also affect the final architecture and the maximum number of pipeline levels. There is an efficient storage scheme proposed in [15] for assignment of addresses for a radix 2 FFT. A better storage scheme will be seen later that does not have the limitations of this assignment.

### 5.2. Address Generation

One of the challenging tasks after register allocation and memory address assignment, is the address generation. Once all the addresses of source, intermediate and
destination variables are known, one can come up with different schemes to generate those addresses. There are two schemes for generating addresses for a specific algorithm.

### 5.2.1. Software-based Address Generation

In general, loop constructs or dedicated constant lookup tables can be used to generate the addresses for a specific algorithm. A dedicated microcode sequencer or small microcontroller implemented in hardware could execute the program to generate the addresses. This program could be hard coded into a ROM and even for flexibility in rewritable memory. The advantage of this scheme is that the program that generates the addresses could be modified to generate a new set of addresses for implementing another algorithm. The disadvantage is that special consideration is to be made in designing a dedicated microcontroller circuit.


Figure 15. Sofiware-based (microcontroller) address generator
Another use of software is for analyzing the addresses and finding a regular pattern and to exploit this pattern to designing a much simpler and yet workable address generator in hardware using dedicated logic.

### 5.2.2. Hardware-based Address Generation

Generating addresses for a specific algorithm is very important and could become a bottleneck in execution of the algorithm. There have been many studies to come up with a scheme to generate an address of a variable in memory on the fly. For specific algorithms one can find simple methods to generating these addresses. The commonly used method is using look-up tables, which is very costly on the memory requirements and is mostly used in cases were the number of addresses are minimal.

Another method is the use of dedicated computing hardware to generate the addresses on the fly. One can construct an address generator by using counters plus additional adder/subtractor, bit-shufflers, some logic and/or look-up tables. There have been many studies in designing a GAG $^{19}$ ([28], [29], [30], [31]).

For many applications, one can exploit the access regularity of a specific algorithm, by using some transformations and changing the access order of the algorithm to take advantage of a much simpler address generators. In one study [32], by having all the addresses of the algorithm in question, one can generate them by using simple counter, bit shuffling and some logic and/or look-up table if the number of addresses is a power of 2.


[^8]Figure 16. Simple address generator
Figure 16 shows this simple address generator obtained by using this algorithm. The algorithm starts with a list of addresses (whose total number is a power of two) to generate. It then starts with the first bit of these addresses and follows these steps:

1. If the list is all zeros or all ones, the process for this bit is done and this bit is stuck and ' 0 ' or ' 1 ' whichever applies.
2. Split this list in half.
3. If the two halves are equal, go to step 2 otherwise continue.
4. If the two halves are not logical inverse of each other, the sequence is a semirandom sequence and is dealt separately. Otherwise continue.
5. If the two halves are equal, then if they are all ' 1 ' the counter bit is directly connected to the address bit, if it is ' 0 ' the counter bit is inverted and connected to the address bit.
6. If the two halves are not equal, the counter bit is ExORed with whatever bit is found by going to step 2 again.

For a semi-random sequence, basically the bits that are ' 1 ' should be decoded. The basic idea is to try to match (decode) the counter bits or a combination of them using inverters, AND, OR and XOR gates.

This algorithm has been translated to C based on the original paper [32] and is provided for use with the example design in the next chapter.

## Chapter 6

## 6. Using the Techniques in an Example Design

In this chapter, a demonstration is made of most of the techniques discussed, to implement a 1024-point complex FFT hardware. First, the architecture to be implemented is presented, then deeper aspects of the architecture is shown, and finally different modules used and how to implement them are discussed. The design is completely done in VHDL and the results of simulation and synthesis is presented later.

### 6.1. Which FFT Algorithm Implementation to use?

In chapter 3, Figure 6, an implementation of the FFT algorithm called Decimation-in-frequency that is known as Cooley-Tukey implementation was seen. The FFT is break down of the $\mathrm{DFT}^{20}$ of a finite sequence $\{\mathrm{x}[\mathrm{n}]\} ; 0 \leq \mathrm{n} \leq \mathrm{N}-1$ into smaller DFTs and combining them to get the final result. The DFT itself is defined as:

$$
\left\{\begin{array}{l}
X[k]=\sum_{n=0}^{N-1} x[n] \cdot W^{n k} ; k=0,1, \ldots, N-1 \\
W^{n k}=e^{-j\left(\frac{2 \Pi}{N}\right) n k}
\end{array}\right.
$$

The complexity of a DSP algorithm is determined by the number of multiplication operations to be done. The number of multiplication operations in a DFT is of $\mathrm{O}\left(\mathrm{N}^{2}\right)$ and

[^9]for an FFT is of $\mathrm{O}(N \log N)$, which makes it more suitable for implementation in hardware or software (refer to [45] for detailed explanation of DFT and FFT).

There are many ways to break down a DFT. One is called a decimation in time and the other is decimation in frequency. The two butterflies used for each of these are shown in Figure 17.


Figure 17. Decimation-in-time and decimation-in-frequency butterflies
As can be seen, the number of operations in each implementation is the same but, the decimation-in-frequency is more suitable because the multiplication is done after the additions. Usually if multiplication is done first, the results would grow in number of bits needed to represent them and because most implementations are based on fixed-point addition and multiplication, the results need to be rounded. This rounding of the results introduces error and noise in the system. So the FFT hardware based on the decimation-in-frequency FFT is selected for this demonstration.

### 6.2. An Efficient Architecture for a 1024-point Complex FFT

As shown in chapter 4, the optimal number of memory banks needed during the computation of a radix-2 1024-point FFT with one butterfly is two. So based on this, two distinct memory banks are needed to hold the input data, the temporary intermediate inplace results and finally for the storage of the FFT result. Because a complex FFT engine is to be implemented, twice this amount is needed to store the real and imaginary parts of each value. So the total number of memory banks needed is four.

An algorithm with a single butterfly was selected for implementation. This results in the smallest area possible for this design. If more performance is needed out of this design, more butterfly elements can be assigned that calculate more intermediate values at the same time. With careful design and scheduling, one can achieve greater performance by sacrificing more silicon area.

In chapter 3, an architecture was seen that can be used to implement most signal processing algorithms. Refining that architecture for the complex FFT, the following architecture is arrived at.


Figure 18. Proposed architecrure for complex FFT
There is only one butterfly computation engine. There are also four different address generators used to address the source operands (both real and imaginary) and the destination operands (both real and imaginary). Another memory holds the twiddle factors that would be addressed with another address generator.

### 6.3. FFT Signal-flow Graph and Memory Access Pattern

The Cooley-Tukey implementation of an FFT, accesses the source variables inorder and stores the intermediate results in place of the source variables. The starting point is a 4-point FFT, which is increased to 32-point FFT to find a regular pattern for storage and accesses to those variables.

The arrangement of the variables of a 4-point and an 8-point decimation-infrequency FFT and their corresponding signal flow graphs are shown in Figure 19.


Figure 19. Cooley-Tukey FFT access patterns
As can be seen the source and all the intermediate variables are stored in increasing order from zero and the results are stored in bit-reversed order. In the corresponding signal flow graphs, the computation order is from top to bottom and from left to right. This storage and access scheme is not suitable for use with two memory banks and a single butterfly engine. The reason is that, with two storage banks, collisions should be avoided to speed up the memory access. Otherwise, when collisions or memory access conflicts occur, the memory should be accessed consecutively to retrieve/store two
source/destination variables. Now a storage and access scheme should be found that is more efficient and easy to implement in hardware.

### 6.4. Manipulating Memory Access Patterns

In general, to avoid collisions in multiple memory processing engines, it is best to interleave the storage of variables. By interleaving, one means storing variables accessed at consecutive points in time in different banks of memory. Interleaving does not always alleviate the memory conflicts in every algorithm and a more detailed study of a specific algorithm is needed to devise a good storage and access scheme.

In [14] and [15], an efficient way to store intermediate variables of a radix-2 FFT algorithm is proposed. In that paper, the suggested method by authors results in two different access patterns. One is a stride I and the other is bit-reversed. They do not show all the iterations of the computation. From the storage order they suggest, the first pass of computations is with no conflicts, but the second pass will cause some conflicts.

The storage and access schemes are refined to have zero conflicts and simple address generators. The data-path is also pipelined to achieve the fastest execution cycle. The zero conflict scheme makes sure this pipeline is not starved or stalled to get the maximum performance.

To do this, one should start from the nodes that produce the last results and start assigning addresses to those nodes keeping in mind to interleave the accesses. Then try to minimize or even remove conflicts by simple swapping using multiplexers and additional registers. This can be derived from simple observation of the access patterns. This architecture is now generalized to any number of points in the FFT as follows.

First lets look at the addresses and try to find their patterns. Figure 20 shows the addresses for a 4-point and 8-point radix-2 DIF FFT.


| Addresses for both banks |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{W}$ | $\mathbf{R} / \mathbf{W}$ | $\mathbf{R} / \mathbf{W}$ | $\mathbf{R}$ |  |  |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 |


| Samples in memory after each iteration |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B0 | B I | B0 | B1 | B0 | B1 |
| 0 | 2 | 0 | 1 | 0 | 2 |
| 1 | 3 | 2 | 3 | 1 | 3 |

4-point radix 2 FFT memory access for a single butterfly and two memory banks


| Addresses for both bank |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{W}$ | $\mathbf{R} / \mathbf{W}$ | $\mathbf{R} / \mathbf{W}$ | $\mathbf{R} / \mathbf{W}$ | $\mathbf{R}$ |  |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 1 | 2 | 1 | 2 | 1 | 2 | 1 |
| 3 | 3 | 3 | 3 | 3 | 3 | 3 |


| Samples in memory after each iteration |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B0 | B1 | B0 | B1 | B0 | B1 | B0 | B1 |  |
| 0 | 4 | 0 | 2 | 0 | 1 | 0 | 4 |  |
| 2 | 6 | 1 | 3 | 4 | 5 | 2 | 6 |  |
| 1 | 5 | 4 | 6 | 2 | 3 | 1 | 5 |  |
| 3 | 7 | 5 | 7 | 6 | 7 | 3 | 7 |  |

8-point radix 2 FFT memory access for a single butterfly and two memory banks

Figure 20. Modified accesses for 4 \& 8-point Cooley-Tukey FFT (wo memory banks)
From this figure and the addresses, it seems that all the writes are bit-reversed and all the reads except the last one are sequential (stride I) and the last read is bit-reversed. To confirm this, the 16 and 32-point FFTs were tried and the same conclusion was drawn.

From these tables, it is clear that to write the results of the butterfly back to memory at the proper location, the results of two consecutive iterations need to be scheduled so that results from one iteration is sent to the same memory bank and the next
iteration to the other memory bank. The final architecture is shown in Figure 21. As can be seen, a single butterfly engine is followed by a skew buffer that routes the results to a different bank. There are four registers and two multiplexers in this skew buffer to skew the results so that they are available for writing to the address provided by the address generators based on the address assignments done in Figure 20. The details of this skew buffer is presented in the next chapter.


Figure 21. Final FFT architecture with skew buffer registers
The controller is responsible for orchestrating the order of operations and enabling different resisters at different cycles, controlling the multiplexer select lines, and the address generators.

Next chapter will discuss the data path and control logic in detail and present different aspects of VHDL design.

## Chapter 7

## 7. Detailed VHDL Design

In this chapter, all the necessary steps from specification to implementation of a radix-2 1024-point Cooley-Tukey FFT engine with two memory banks is detailed. The design is completely done in VHDL and successfully fitted on a Xilinx Virtex V150PQ240-6 [33]. The synthesis is done using the Synplicity's Synplify tool and simulations are done using ModelTechnology's Modelsim VHDL simulator.

The data path design is detailed first and different tradeoffs made in the process are shown then the control logic design is explained.

### 7.1. Design of the Data Path and Its Elements

In most signal processing algorithms especially in Digital Signal Processing (DSP), there are many basic elements that are used to construct the data path of a system. The basic elements of a DSP system are addition, multiplication and multiply-accumulate operations. There are other operations that relate to DSP systems in general, but the ones mentioned above are the most basic and widely used in any DSP algorithm.

To improve the area/performance merit of a system, one should first do optimizations at the highest level of a design, namely: specification and architecture. After architectural optimizations, the system's building blocks or components should be improved. This improvement will, in effect, enhance the overall system operation.

The most costly operation in a DSP system is a multiplication operator. A multiplier module is both area consuming and also sluggish in the performance aspect. Therefore, multiplication is the main bottleneck in the area/performance of a data path and can change the characteristics of a system in both aspects.

Choosing the best components in general and the best multiplier for any DSP system, is the best strategy to follow for improving the system performance. In the following sections, different architectures for an adder and a multiplier, which are the basic building blocks of the FFT engine, are reviewed.

### 7.1.1. Addition Schemes

Adders could be categorized into the following: 1-bit adders, carry-propagate adders (CPA), carry-save adders (CSA), and multi-operand adders [34].

The 1-bit adders include Half-Adder (HA) and Full-Adder (FA). In the carrypropagate adders the carry bit to the next stage of an $n$-bit adder is derived from the previous stage's carry-bit and the current input bits with some additional logic. Carrypropagate adders include ripple-carry adders (RCA), carry-skip adders (CSKA), carryselect adders (CSLA), carry-increment adders (CIA), conditional-sum adders (COSA), carry-lookahead adders (CLA), and parallel-prefix adders (PPA).

The parallel-prefix adders are the most flexible ones that include a preprocessing, carry-lookahead, and postprocessing step. They can have the area and speed characteristics of all the adders mentioned above. They are basically a universal adder architecture with all the area-delay trade-offs. There are three different variations of PPAs.

They are called Kogge-Stone implementation (PPA-KS), Skansky implementation (PPASK) and Brent-Kung implementation (PPA-BK).

Carry-save adders (CSA) are three-operand adders that do not do any carry propagation and just save (pass) all the carry bits calculated. Multi-operand adders can be comprised of the carry-save adder stages and carry-propagate adder stages to compute the final addition. These adders can be constructed in array or tree (Wallace tree) topologies.


Figure 22. A few different adder structures

The ripple carry adders are almost the smallest after CSKA adders and the slowest ones, PPA-SK / PPA-KS and COSA are the fastest adders for 64-bit additions.

Exploring all these structures and choosing the optimum area/performance needed depend on the target technology that is used. For ASICs, these structures are all viable solutions and any of them can be implemented. The selection depends on the design specifications and constraints. These modules should preferably be implemented and put in a library that a high-level synthesis tool has access to. Then the area/speed selection would be the assignment part of the high-level synthesis. If the selection of the architecture is done at a higher level, the tool would also be able to insert pipeline registers to speed up the performance of the adders, yet preserve the original algorithm.


Figure 23. Areas for different adder architecture


Figure 24. Speed for different adder architectures
The case is completely different for FPGAs. Almost all FPGAs have dedicated carry-logic resources to speed up the adders, subtractors, incrementers and counters. These carry chains can go up and/or down the FPGA die but not in all directions. If the regular routing had been used instead of these dedicated routes, the delay associated with arithmetic operators would be big.

All these architectures are presented to show the different trade-offs and architectures possible. One should refer to other references for complete discussion on specific algorithm.

### 7.1.2. Multiplication Schemes

As said before, multiplication is very costly regarding both area and speed. There are many architectures [35], [36] that help improve the speed, but at the expense of increased area.

The following are some examples of different multiplier architectures:

1. Shift and add and bit-serial multiplier
2. Booth and modified-booth algorithm
3. Wallace tree multiplier (using CAS and CLA)
4. Non-additive multiply modulus (NMM) using Wallace tree and CPAs
5. Pezaris array multiplier
6. Array (Braun) MuItiplier
7. Baugh-Wooley multiplier
8. Systolic array multiplier
9. Constant coefficient multiplier
10. Distributed arithmetic multiplier (a special case of constant coefficient multiplier)
11. Partial product lookup table based multiplier

The shift and add multiplier is based on a single adder with three registers and some control circuitry. One register is used as the multiplicand and another for the multiplier, which will be shifted at each clock tick, and the last register that is an accumulator and holds the partial result and the final result of multiplication. This multiplication scheme can be done with serial input data.


Shift and Add Multiplier


LUT-based Multiplier


| $B(1:-1)$ | Result |
| :---: | :--- |
| 000 | $P<=P ;$ |
| 001 | $P<=P+A ;$ |
| 010 | $P<=P+A ;$ |
| 011 | $P<=P+2 * A ;$ |
| 100 | $P<=P-2 * A ;$ |
| 101 | $P<=P-A ;$ |
| 110 | $P<=P-A ;$ |
| 111 | $P<=P ;$ |

1. Extend $B$ by one bit at right
2. Sign extend $\mathbf{A}$ by size of $B$
3. Check the three bits of $B(1), B(0)$ and $B(-1)$
4. Compute new partial result based on the left table
5. Shift A left by 1 bit
6. Shift B right by 2 bits
7. Repeat steps 3 to $6 \mathrm{~N} / 2$ times where N is the size of vector B


Figure 25. Different multiplication architectures

Figure 25 shows four different popular multiplier architectures. The first one is a shift and add operation that is very area efficient. The other one is a lookup table based $6 \times 6$ bit multiplier that divides the two input vectors $\mathrm{A}[5: 0]$ and $\mathrm{B}[5: 0]$ and forms partial multiplication results and adds them together. By using four $3 \times 3$ lookup tables that hold the values of multiplication of 3-bit by 3-bit numbers and a few shift operations, which use no logic to implement, this multiplier forms the final result.

The third multiplier structure is a modified booth multiplier, which also like the lookup table one, uses a divide and conquer scheme. This algorithm partitions the n-bit multiplier into $\mathrm{n} / 2$ 3-bit fields with 1-bit overlap. Then based on these three bits it does an add/subtract by multiplicand, add/subtract by twice the multiplicand and no operation. After $\mathrm{n} / 2$ iterations the final result is ready. This multiplier can be pipelined at every stage of operation up to $\mathrm{n} / 2$ levels. This is a very efficient multiplier in ASIC implementations.

The last multiplier is an array (Braun) signed multiplier that is the exploitation of the multiplication operation expanded into shifts and additions. The first stage is a series of AND gates that ANDs the least significant bit of multiplier by all the bits of the multiplicand. The next stages are a series of adder-multiplexers that pass the previous stages partial result if the corresponding bit of the multiplier is zero, otherwise it is added to the multiplicand. To perform signed multiplication, adders are chosen to be one bit larger and the operands are sign extended and also the last stage should be a subtarctormultiplexer stage. This multiplier is very easy to implement both in ASIC and FPGA. Although it has more area and it is slower than the Modified-Booth-Recoded multiplier, it is faster and more suited to FPGA implementation.

Piplining this multiplier is a bit more complicated and registers should be put at different places so that the overall timing (arrival of related data) of the multiplier does not change and the correct result is produced at the output. It is possible to do $n$-level pipelined array multiplier where $\mathbf{n}$ is the number of bits in the multiplier. If the number of bits in the multiplier and multiplicand are not equal, there is a trade-off between choosing more adder bits and more levels.

In DSP applications there is also a more dominant operation that is the multiply accumulate of a number of vectors by another constant vector or the inner product of a vector with another constant vector. This is shown by: $y=\sum_{k=1}^{M} A_{k} X_{k}$

In this equation $\mathbf{A}_{\mathbf{k}}$ is the constant vector and $\mathbf{X}_{\mathbf{k}}$ is the input vector. This operation is best done with what is called Distributed Arithmetic (DA). In DSP algorithms, it usually is difficult to distinguish individual operations (additions, multiplications) and hence the name Distributed Arithmetic. This method is basically a bit-serial operation with the difference that multiple vectors can be applied simultaneously. This is usually called $n$-bit at-a-time DA; where n is the total number of bits serially applied to the DA module. The DA module is composed of a number of lookup tables, an accumulator and a number of shifter units. For better understanding of this enabling technique refer to [37], [38], [39], [40], and [41].

### 7.1.3. FFT Butterfly Data Path Implementation

As was seen in the previous sections, multipliers are very costly to implement. In chapter 6 decimation-in-frequency FFT algorithm was selected for implementation. From

Figure 17, the detailed data path for the DIF FFT butterfly engine can be derived. It can be seen that there are three additions, three subtractions and four multiplications by the twiddle factors, which are to be pre-computed and stored in lookup tables.


Figure 26. DIF butterfly engine data path details
In Figure 26, pipelining registers for the adders and multipliers are not shown. For increasing the computation speed of the engine, the multiplier is heavily pipelined and additional pipeline registers are inserted after the adders to balance and preserve the actual data dependencies of the data flow. One should be careful of choosing the total number of
pipeline levels. This is because, if the number of iterations in the FFT is less than the number of pipeline levels, the results of the last iteration have not yet been written back to the memories. If this is the case, the algorithm would not function properly. This is true of most algorithms, in which the retiming and the addition of pipeline registers should not affect the outcome of the algorithm.

Figure 27 shows the detailed view of the skew buffers. The inputs to each skew buffer are the two real and the two imaginary parts of the butterfly output. There is a counter that counts the number of the data input to this buffer. At each step of the count a new set of values are stored in a register pair; first $R 0$, then $R 1$, then $R 2$, then $R 3$ and the cycle repeats. The counter is delayed by two cycles and which selects a pair from the register pairs. This construct makes sure that the data has no gaps and the correct order of values are generated at the outputs.


Figure 27. Skew buffer detailed schematic

The input data is assumed to be 8 bits wide for both real and imaginary parts. The memory banks are chosen to have 16 -bit data busses. So, the input data is written to the memories on their least significant 8 bits and the final result is truncated to 16 bits for both real and imaginary parts (most significant bits of the final result is used). It is the responsibility of the user to make sure that the final result does not overflow.

The other components are sized based on their input values. The adders and subtractors accept 16 -bits signed data. Adding or subtracting two 16 -bit data results in a 17-bit data. The multipliers should multiply the output of adders ( 17 bits) by the 8 -bit twiddle factors. This results in $17 x 8$ signed multipliers that produce 25 -bit result. The output of the butterfly are truncated to 16-bits, and written back to memories. This may result in some noise ([42], [43], [44], [45]) to be added to the computation, which is true of all fixed-point systems.

As can be seen from Figure 20, for an n-point FFT, two memory banks with $n / 2$ words each are needed and because two banks are needed for storing the real part and imaginary parts of a complex data, there should be total of four memories of $n / 2$ words each. For a 1024 -point complex FFT with 16 -bit data, four 512*16-bit memories are needed. The total number of bits used for memories is $4 * 512 * 16$ that is equal to 32768 bits.

With this architecture, there could be a conflict and race to access the memories. The output of the skew registers should be written to the memories and the butterfly should be fed by new data from the memories. One could schedule the operations to be one after another and sequential. But this would increase the number of cycles and reduces
the performance. To alleviate this, one can use dual-port memories. Dual-port memories are very popular in most FPGAs and are also available in most ASIC libraries. If one wanted to use discrete memory component, this would be very costly and probably not a good choice and other schemes should be considered. Having single chip is more desirable than multiple chips in many applications.

FPGAs are very abundant in the number of registers that can also be used as memory elements. But if they are used as memory, there would not be enough registers left for implementing state machines and other functional elements that need registers. In modern FPGA architectures, other than abundant registers, there are also sparse/small flexible memory elements in each CLB ${ }^{21}$ that can be configured as single-, dual-port or even Content-Addressable Memory (CAM). There could also be flexible block memories that are larger in size compared to the sparse memory blocks. In Xilinx Virtex FPGAs, there are enough dual-ported block memory to implement the 1024-point FFT.

CLBs could also be configured as read-only memory (ROM) or lookup tables. This is useful for implementing the lookup tables for the real and imaginary parts of the twiddle factors. The twiddle factors are computed using a $C$ program for a specific number of points and are hard coded into the VHDL description.

### 7.2. Design of the Control Logic

The controller design is responsible for managing the order of operations and to provide control signals to different modules. It has to control the multiplexer select lines, the different modules' enable signals, and the memories control signals. This module is

[^10]also responsible for receiving the input data and storing it in the proper order into the memories. It is also responsible for sending the result of the computation out of the module. The input data is assumed to be a stream of 2048 bytes. Each byte pair is a set of real and imaginary data samples.


Figure 28. Top-level module for 1024-point complex FFT and its I/O timing
Figure 28 shows the top-level module for the 1024-point complex FFT with the associated input/output timing. The Start signal is asserted and then the input data is applied at the DataIn port, real followed by the imaginary part. After the assertion of the Start signal the Busy signal would go high indicating that the module is busy processing. Busy stays high until the FFT computation is done and the data is sent out on the DataOut port. The start of the output data stream is indicated by the Done signal.

There should be a way to transfer the input data to the memories through the DataIn port. The controller is a Finite State Machine (FSM) that polls the Start signal. As
soon as this signal goes high, the state machine starts one of the bit-reversed address generators, reads in the data and stores them at the proper memory bank and location that was already shown in Figure 20. This is shown as state S0 in state diagram of Figure 29 along with its detailed state names.

After all the data samples are read into the memories, the controller enables the data path, starts reading the data samples from the memory banks and sends them to the butterfly engine. The enable signal on different modules reduces the power consumption of the system and is a good design practice to minimize the amount of logic that is being switched. The controller would write the result of the computation back into the memories at the proper locations after a number of cycles after the application of data that is equal to the pipeline delay of the butterfly engine. The controller will repeat this process 5120 times, which is calculated as $(\mathrm{n} / 2) * \log _{2}(\mathrm{n})$ for an n -point FFT. This number is the number of butterflies in an $n$-point FFT. The number of levels in the FFT is $\log _{2}(n)$ and the number of nodes in each level is $\mathrm{n} / 2$. After the last iteration of the FFT computation the data path pipeline should be flushed to memory. This is shown as state $S 1$ in state diagram of Figure 29 along with its detailed state names.

Finally the FSM has to read the final result out of the memories and send them out on the DataOut. Once this is complete the process is done and the controller goes into the IDLE state where it is ready to receive another set of samples. This is shown as state $\mathbf{S} 2$ in state diagram of Figure 29 along with its detailed state names.

The controller is responsible for generating all the control and enable signals to all the modules in the design, so it has lots of signals traveling around the chip. For a chip to
run fast, the data path should be able to run at the required speed and also the controller should be able to provide the control signals at the proper time. One-hot/cold encoding for the state machines are preferred because of the abundant registers in the FPGAs. Otherwise the decoding logic reduces the speed of the design. This encoding type could also be very useful for optimizing critical parts of an ASIC design, because of the much less complex decode logic for the state machine.


Figure 29. Simplified state diagram of the controller

### 7.3. Design Synthesis

The synthesis is done using the Synplicity's Synplify tool. The constraints used are only clock constraints. The goal is to run the design at a frequency of 50 MHz . Other types of constraints could be input delays (arrival times), output delays (max delay), multicycle paths, which are common to both FPGAs and ASICs and clock skews, output drive and load, which apply to ASICs only.

### 7.3.1. Synthesis results

The design is successfully placed and routed on a Xilinx Virtex V150PQ240-6 using the Xilinx Alliance v1.5i. It occupies $94 \%$ of the device and $66 \%$ of the available block RAMs. The timing reports also show that the design is able to run at 50 MHz . Total equivalent ASIC gates, reported by Xilinx Alliance, is 165896.

### 7.3. Constructing a Testbench

For every HDL design, there should be an associated testbench to verify the functionality of the design. This testbench could also be used to simulate the backannotated design after the place and route in the FPGAs and after the layout, and routing in the ASICS. A testbench could be written for every single module or for the top-level module only. As a designer becomes more proficient in doing designs in HDL, there may not be a need for every single module, and the top-level simulation is enough. A good testbench should cover all possible scenarios of the unit under test (UUT). Usually, the test vectors or stimulus of the design is stored in files that are read by the VHDL testbench and are applied to the UUT.


Figure 30. Basic simulation testbench
For verifying functionality, one can choose between two methods. One is that the designer should construct the behavioral model of the design and instantiate it in the testbench, along with the unit under test. Then the stimulus is applied to both the RTL design and the behavioral model. And finally the two outputs are compared in the testbench itself. The second method, which is easier to implement, is that the outputs of the unit under test are stored in files that are compared with the expected results from another source (software simulations). The second method is chosen here for the sake of simplicity and that the purpose and emphasis of this work is on showing the techniques presented.

### 7.4.1. Results from the simulation and the FFT benchmarks

From the simulations and the structure of this FFT, it is seen that it takes 2048 cycles to transfer the 2048 data bytes (real and imaginary) to the memories and it also takes 2048 cycles to send out the final results. The FFT computation takes $12+(1024 / 2) * \log (1024)+12=5144$ cycles. With 20 ns cycles time (from the synthesis
result of 50 MHz clock), for transferring data to/from the memories it takes $40.96 \mu \mathrm{~s}$ and to compute the FFT it takes $102.88 \mu \mathrm{~s}$. If this computation is done after another process, then one can ignore the transfer of data to/from memories.

A comparison between different implementations (from custom ASIC [46], [47] to DSP processor implementations) of the 1024 -point radix- 2 complex FFT, can be seen in Table 10 and Figure 31 (some of the results are taken from reference [48]). As can be seen in this figure, even the single butterfly implementation of the FFT is very fast compared with most of the general purpose DSPs. The fastest ( $46 \mu \mathrm{~s}$ ) is the Analog Devices Inc. ADSP-21160 and the second fastest ( $61 \mu \mathrm{~s}$ ) is the custom FFT ASIC TM-66 swi-FFT from Texas Memory Systems Inc. It is seen that it is possible to add more butterflies and reduce the execution time. With two butterfly engine, the execution time goes down to 52 $\mu \mathrm{s}$ and with four butterflies down to $26 \mu \mathrm{~s}$.


Table 10. FFT benchmark results (tabulated)


Figure 31. FFT benchmarks results (chart)

## Chapter 8

## 8. Conclusions and Future Work

This concludes the work and provides the missing links for future researchers and interested individuals.

### 8.1. Conclusions

A generic architecture has been proposed that can execute a variety of digital signal processing algorithms. It consisted of a core processing engine and multiple memory banks that provide the input data to this core and are also used to store the intermediate values and the final results of the computation. A method has been proposed to extract the maximum pipeline level for a specific algorithm represented in signal flow graph form. From this signal flow graph, and by exploring different scan orders of operations, one can extract the delays on each recursive edge of the graph. If all these values are greater than one, it is possible to move all but one of them inside the data path and use them as pipeline registers to speedup the processing engine. After this step, the graph is scheduled and the edges are to be assigned to a memory bank while balancing the accesses. This problem falls into the category of NP-complete problems for a large number of edges, so an exhaustive search method has been developed in C. An ILP formulation is also presented that assists in this assignment and reduces the amount of time necessary to arrive at a reasonable assignment. An automatic ILP generation program has been written in C that works for an arbitrary radix- 2 FFT algorithm.

A program has been written (based on previous work) to ease in the design of a hardware-based address generator for arbitrary addresses of size power of two. An efficient architecture for a 1024-point radix-2 FFT has been presented. For this architecture, a novel address assignment and ordering of calculations has been proposed for a two memory bank system that removes the memory address conflicts and provides the core with proper data.

Finally, the complete VHDL design of this 1024 point radix-2 FFT has been done, the design was implemented in an FPGA and simulated in a testbench. A C program has been developed for the generation of twiddle factors for this design.

### 8.2. Suggested Directions to Continue This Work

The architecture proposed is generalized enough to be used for different DSP algorithms. This should be verified with other types of DSP algorithms and proved efficient with those algorithms. The process of bank assignments using the exhaustive search takes unreasonable amount of time to run, even the ILP formulation has a long run time. Other procedural and formal methods should be devised that would come to a solution with less amount of time.

The heuristics to find the best order of operations and the access order to the memories and to assign addresses for each memory bank should be formalized and expanded to cover different algorithms.

There could be a lot of improvements in the address generator and its generalization. One can find an automatic processes to synthesize arbitrary hardwarebased address generators for any type of access and algorithm.

The implementation of the FFT design could be improved by parallelizing the transfer of data in/out of the memories; i.e., while new data is being transferred to the memories the old results could be transferred out of the memories. This requires some modifications to the first write and last read orders; otherwise there would be conflicts and data corruption. The number of butterfly engines and the memory banks could be increased to increase the throughput and decrease the execution time of the FFT. New address assignment and access order should be devised to alleviate the conflicts.
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## Appendix

## A．Memory Bank Assignment Exhaustive Search

The program is called BANKS，is written in $C$ and is included on the accompanying diskette in the BANKS folder．The source is called BANKS．C and the executable is BANKS．EXE．It has been compiled using Microsoft Visual $\mathrm{C}++$ 5．0．All the project files necessary files is also included．

## A．1．Exhaustive Search C Source Program for 16－point radix－4 FFT

## \＃include＜conio．h＞

\＃inciude＜limiEs．h＞
\＃inciude＜scaio．h＞ \＃include＜sこciib．h＞
\＃末ncIude＜time．h＞

```
#ciefine EALSE (0 == 1)
#define TRUE (I == I)
char Copyright = Memory Bank fssigmment Exhauscive Search for 16-point radix-4 EFr\n"
    "Copyright (c) 1999 Amal Kiailtash (akhaileashespacebriage.com)\n\n":
```

\#céine NO_OE_EDGES 32
\#cieĖse NO_OF_NODES 8
ine src[NO_OE_EDGES! $=$ (
0 0. 0. 0. 0 .
1. 1. 1. 1.
2. 2, 2. 2,
3. 3. 3. 3.
4.4.4.4.
5. 5. 5. 5.
6. 6. 6. 6.
7.7.7.7
ミーt CSE[NO_OE_EDGES] = \{
4.5.6.7.
4. 5. 6. 7
4.5.6.7.
4. 5. 6. 7
0. 0.0 .0 .
1. 1. i. 1.
2. 2. 2. 2
3. 3. 3, 3
1:
int node_i_o[NO_OF_NODES][2![4] = \{
$\{\{16,17,18,19\},\{0,1,2,3\}\}$.
$\{(20,21,22,23\},\{4,5,6,7\}\}$.
\{ \{ 24, 25, 26, 27 \}, \{ 8, 9. 10, 11 \} \}.
( $\{28,29,30,31$ ), $\{12.13 .14,15\}\}$
$\{\{0,4,8,12\},\{16,17,18,19\}\}$
$\left\{\left\{\begin{array}{llll}1, & 5, & 9, & 13 \\ \{ & 6, & \{20,21,22,23\end{array}\right\}\right\}$
$\left.\left.\begin{array}{llllllllll}\{ & \{ & 2, & 6, & 10, & 14 \\ \{ & 3, & 7, & 11, & 15\end{array}\right\},\{24,25,26,27,27,29,30,31\}\right\}$
\}:
struct edge \{
int src_node;

```
    nt dst_node:
    in= bank:
} edges[NO_OE_EDGESI:
struce node {
    in= inpues[4]:
    ine outpues[4]:
} nodes[NO_OE_NODES1:
voミc fead_edges_anc̀_nodes( voici )
l
    inc i. j:
    GOこ( i=0: i<NO_OF_EDGES: i++ )
    {
        edges[i].src_node = src[i]:
        edges[i].dst_node = dst[i]:
    l
    fOR( i=0: i<NO_OR_NODES; i+()
    {
        E0=( j=0; j<4; j+- )
        nodes[i].inputs{j] = nocie_i_o[{][0i[j]:
            nodes[i].outputs[j] = node_i_o[ij[1][j]:
        }
    !
}
voici assign_banks( unsigned long b )
<
    in= i:
    EOE( i=0; i<NO_OF_EDGES: i++ )
    l
        edges[i!.bank = (int)((b >> i) & OxIL);
    }
l
struct symbol {
    int cose:
    int counc:
    int used;
} symiols[16!;
symbol_cosesil = (2, i. 1. 0. 1. 0. 0. 1. 1. 0. 0. i. 0.1. 1. 2 1;
voic init_symbois_costs( void ;
l
    in: E:
    Eov (i=0; i<16: i+~)
    l
        symbois[i].cos= = symbol_costs[i]:
        symbols[i].count = 0:
        symbols[i].used = EALSE;
    l
)
int calculate_cose( int *symiols_used )
l
    inc i. symbol_i, symbol_0:
    ine cose:
    FOI (i=0: i<NO_OE_NODES: i++)
    \ell
        symbol_i = edges[nodes[i].imputs[01].bank
                        edges[nodes[i].inpucs[1]].bank * 2 +
                edges[nodes[i] .inpurs[21] .bank * 4 *
                edges[nodes[i] - inpucs[3]] .bank * 8;
        symbol_o = eciges[nodes[i].outputs[0]].bank *
                                edges[nocies[i] .ourputs[i]].bank * 2 +
                                edges[nodes[i] .ourputs[21].bank * 4 +
                edges[nodes[i]-outputs[3]].bank * 8;
```

```
        symbols[symboi_il .coumc++:
        symbols[symbol_i].used = TRUE;
        symbols[symboI_O],Counc**:
        symbols[symiool_ol.used = TRUE;
    !
    *symbols_used = 0; cose = 0;
    E0= (i=0; i<16; i+-)
    {
        if (symbols[il -used)
            (*Symbols_used)++;
            cose += symbols[i].cost " symbols[i].count:
            symboislil.count = 0; /* zeset the counter */
            symbols[il-used = EALSE:
        :
    }
/" prir=f(*%d\E". cos=):*/
    zeturn cost:
;
void exir_iE_ESC_pressed( void !
{
    iE ( kbinit() )
        iE (getcin()==27)
        exic(0):
j
int SPACE_pressed( void )
{
    in: ch:
    if (kbhiE() )
    {
        if ( (ch=getcin())=== ' )
            return TRUE:
        else if (ch==27)
            exミこ(!):
        else
            seturn FALSE:
    } else
        rezurn EALSE:
!
voici wait_Eoz_SPACE( Char *msg )
f
    prince( "8s\n", msg );
    whilel getch()!=' ' );
}
void report_time( char "msg )
{
    seruct em = Em:
    time_= current_time;
    static char time_now[801:
    time( &current_time ):
    tm = localtime( scurrenc_time );
    sprinte( time_now, "%02d:%02d:%02d*, tm->tm_hour, tm-> mm_min, tm->tm_sec ):
    printf( %sss\n", msg. Eime_now):
}
void ger_time( char now )
{
// struct tm tm;
    cime_r current_rime;
    time( &current_time );
// cm = localtime( &current_rime ):
// sprintfl now, "%02d:802d:802d". tm->tm_hour, tm->tm_min, tm->Em_sec ):
    sprintf( now, asctime(localtime(&current_time)) ):
}
void main()
{
```

```
    unsigned long i. scart;
    int currenc_cost. last_cos= = 99999:
    inc words:
    FILE *fp;
    int show = TRUE;
    char Eime_now[80];
    prinef( Copyrighe );
    printEl "Press ESC to exic program.\n"
        * SPRCE to scop/=estare displaying tine current cost...\n\m* ):
    co {
    p=incE( "Encer scarcing cost in hex (0 iE exploring ail): " );
    l while( scanf( * %x*. &seare )!= ():
    Ep = Eopen( "banics.daE". "w" );
    if (Ep==NULL )
    {
        Eprinfe(stderr, "Unable to open 'bank.dae'.\n"):
        exic(1):
    |
    Eprinたミ: Eq, Copy=ミgi= !:
// =eport_time( -started ac * ):
    ge=_time( Eime_now );
    pzintE( -\nStarted ac &s\a". time_now ):
    EpzineE( Ep, "Started a= &sin*. Eime_now ):
    reac_edges_and_nodes():
    iniこ_symiolis_coses():
    Eor( i=scart: i<0xFFFFFFFEL; i**)
    |
** exir_if_ESC_pressed():*/
        iE ( SPACE_pressed() )
        {
            if ( show) show = EALSE;
            eIse show = TRUE:
        l
        assign_banks( i );
        currenc_cos= = calcula=e_cos=( &words ):
        currene_cose += worcis:
        #E ( show )
        {
/* prinef( *&08iXle&d\t%d". i, current_cost. words ):*/
        prin=f( "\こ%081X". ミ );
        ;
        iE ( curzenc_cos=<=Iasc_cosc )
        {
            printel "\rLast = %6d\tCurrent = %6d\eWorac = %d\eSymbol = %081X\n".
                    last_cost. current_cost, words. i ):
            Eprinef(fp. "Last = %6d\ECurrent = %6d\tWosds = %d\tso8IX\n".
            lase_cose, current_cost, words, i 1:
            last_cost = current_cost:
        j
/* wair_£or_SPACE():*/
    }
// reporc_time( "Finished at * 1:
    get_time( time_now ):
    princf( "Finished at %s\n*. time_now );
    fprint£( fp. FFinished at &S\n". time_now ):
    Eclose( fp ):
    wait_for_SPACE( "Press SPACE to exit." );
;
```


## A．2．Sample Output of the Exhaustive Search

This is a shortenea version of the actual file that is included on the accompanied disk．

Memory Bark Assignment Exhaustive Search for 16-point zadix-4 EFT Copyright (c) 1999 Amal Kinilicash (akhailtashespacebriage.com)


## B．Program to Generate the ILP Source File for Arbitrary FFT

The program is compiled using the Microsoft Visual C＋＋v5．0．

## B．1．Program（GILP＿FFT．C）for Generating Bank Assignment ILP，arbitrary FFT

```
#include <conio.h>
#include <marh.i>
*include <stdio.h>
#incIucie <scdlib.h>
#incIude <sering.h>
chaz "Copyright = "ILP Generacor for radix-2 FFT\n"
                                    *Copyright (c) 1999 Amal Khailtash (akhailtashespacebridge.com)\n\n":
chaz |UsageMsg = "Usage: GILP_FFT <number_of_points> <racix> <levels>\n"
                                    number_of_points : is the number of points in che FET.\n"
                                    zacisx : is the FFT radix. In*
                                    Ievels }\quad=\mathrm{ is the number of levels in the graph.\n";
//#ceEine DESUG
in= N. /* Number of poines */
    R. /* Radix */
    L, /= Levels */
    5. /" Number of memory banics */
    I. /* Number of icerecions */
    E. /* Number of edges */
    S. /* Number of symbols */
    P: /* */
voic print_header( void )
{
    princE( *STTLE Assignment of memory banks to variables\a*
        -SOFFUPPER\n\n*
        *********************************************************\\%*)
        ** Copyright (c) 1999 Amal Khailtash\n"
        ** (akhailtashespacebridge.com) In*
```



```
    prinEE( * &ci-poine radix-%c FET wich\n"
    * sc levels and sc memory banks\n", N, R, L, B );
```



```
        ** Incices (sets)\&*
        ********************************************************\!
        *SENS\:" l:
    printミ1 * I Iterzation number / 0 * fd 八n*
        - S Symbol / 0 * &d Na*
        - 3 Bit index / 0 * &d /\n*
        * E Edge index / 0 %d ハ:*, I-I, S-1, R-1, E-1 ):
    princel * :\n\n*
        *ALIAS (I. J) :(n"
        *ALIAS (B, BI, BJ) : \a\a" ):
}
void print_fEt_data( void )
l
    inc i. r.e:
// inc **wi;
// wi = (int *imalloci I*sizeof(int**) );
// for( i=0: i<I: i** )
// wi[i] = (int *)malloc( R*sizeof(int*) ):
    printe( "SETS\a*
            * WI(I. E) Writer's Iteration number\n /\n* l;
    EO=( i=0: i<I; i++)
    l
        prin=El " %2d. (". i):
        for( r=0: r<R; r++)
        l
```

```
        e = i * R - E;
        printEl -q4c&s". e, r<R-1 ? *. : - ) 1:
            wi[i][r] = e:
        l
        printe( *\a*):
}
prineE( * ハn" )
#ifdef DEBUG
l/ Eorl i=0: i<I: i-+ )
1/ 6
// EOr( r=0: r<R: I->)
%i
// }
// printe( "\n" ):
// ;
#endiE
    prince( * RI(J, E) Reader's Ireration numberln Nn* ):
    EOE( i=0; i<I; i-P)
    {
        prin:Ef - &2c. (". i):
        EO=\ ==0; r<R: =++ 1
        l
            if(i<(N/R))
                e=i*R*E*E/2;
            else
                e=(I/2) = - i - (I/2):
```



```
        ;
        pこミこ:=f( -\n*) ;
    !
    pミミnこも隹 ハ口* ):
    prin:E( - 3W(3I. E) W=iter's bit number\r ハی= );
    for( i=0; i<R; i+- )
    {
        prinef( * %2d. (*. 亡):
        EOr( z=0: z<2*R; z++ )
        l
        e=r*R-i;
        primefl *84d%s*, e. E<2*R-i ? *." : " f* );
        j
        printe( "\n*):
    ;
    pエミnこE( ( 八n*):
    priref( * BR(BJ, E) Reader's bit numberln /\a" );
    for( i=0; i<R; i+-)
    l
        primef( - &2c. (*. i ):
        for( r=0; r<2*R: =r- )
        {
            if (r<R )
            e = i * R + I:
        else
            e=r*R + i;
            printf( -%4d%s", e, 5<2*R-1 ? *." : " )" ):
        l
        printe( *\n* ):
    l
    princer " ハn*
            - EDGE_EXTS(E, I, J. BI, BJ) Edge exists\n"
            ; :\n\n- );
// for( i=0; i<I; i+*) {
// Eree(wi[i] ):
// printe( "Here\n* l; }
// Eree(wi ):
// printe( "Here\n" );
}
void princ_table( void )
l
    int r. s, i. b;
    char buE[15], sym[16]. str[2]= "?*:
```

```
    chaz *sym_tab:
    ine *sym_cost. banks, cost:
    sym_tab = (char **)malloc( s*sizeof(char *) ):
    forl s=0: s<S: s++ )
    5ym_rabls! = (chaz *)malloci 16*sizeof(chaz *) ):
    sym_cost = (int *)malloc( S*sizeof(int*) ):
    banks = (inc *)malloc( B*sizeof(int*) );
#iscief DESUG
    princE( "&ci\n". S ):
    Eor( s=0: s<S; s++) { EprintE( staerf. *&d ", s): strcpy( sym_tao[s!. -1234" ): ]
    foz( s=0: s<S: s-- ) printE( - -...--> 8s\n", sym_cab[s] ):
#encif
```



```
        ** Given data (parameters. tables. scalars)\n*
```



```
        *TABLE\a*
        * BITS(S. B) binary equivalerts of symol S\a"
                        ;:
    {0=1 r=R-1: r>=0; =-- )
        printe( -%c* ", =1;
    prEnEE( *\n*):
    Eor( s=0: s<S; s+- ;
    {
        printE( - &3d * s ):
        itoa( s, buE. ( );
        i = 0;
        stzcpy( sym, ".);
        EOY( ==R-I: r>=0; z-- )
        {
            if (r<(inc)strlen(buf))
                printe( *%c *, buE{il ):
                serl0] = bue[i];
                strcael sym, ser 1;
                i->-;
            } else {
                printe( 0 - );
                scrca=( sym. "0" ):
            l
        j
        s=rcpy( sym_cab{si, sym );
            printf( " --------> %s". sym_cab[s] ):
        printf( \a* |:
    }
    pごにヒミ( - :\n\2" ):
// EOR( s=0; s<S: s=- ) princE( , -----> fs\n". sym_tab[s] );
    prinEE( "PARAMETERS\n"
                SYM_COST(S) Cos= of each symbol\n" );
    primef( * /- ):
    Eor( s=0; s<S: st+)
    }
        if ( s%8==0 ) printe( *\n - ):
        printf(-84d=*. s ):
        for( b=0: b<3; b+- )
            banks[b] = 0;
        EOE( r=R-I: r>=0: z--)
            banks[sym_tab[s][r] - 0.] ]+*:
        cose = 0;
        for( b=0:b<B; b++)
            cosc += abs(barks(b) - R/2):
        cose /= B:
        printf(-8c*, cost ):
        iE (s<S-1)'prince('.* ):
    }
    printe( "\n ハn" ):
    for( b=g-1: b>0: b-- )
```

```
        printf( * BANk_iS_%d(S. E) Is one for bank fodn*. b. b l:
    prin=£( - :\n\a*):
    for( b=B-1: b>0; b-- )
        printe( * BANK_IS_8d(S. E) = 1 S (BITS(S, B) EQ %d) ;\n', b, b ):
    fzee( banks );
    free( sym_cose ):
    fcr( s=0: s<S; s+- )
        Eree( sym_cab[s] ):
    free( sym_rab):
l
void princ_Erailer( void )
(
    inc b:
```



```
        - Decision variables (variables)\n"
```



```
        -VARIABLES\I"
        * H_XII, S) frite at iteration I is assigmed symol SV=-
        - R_X(I. S) Read at itera=ion I is assigned symbo! S\=-
        - W_SYM(S) Tocal number of each symbol for writes\:"
        - R_SYM(S) Tocal number of each symbol for reads\n"
        - W_SYMS Tocal write symbols\n"
        * R_SYMS Total read symbolslm"
        - W_COST Cost of write symbols\a"
        - R_COST Cose of zeac symbols\a"
        - cost Total cosela*
            - :\n\n"
            -SINARY VARIABLES W_X. R_X, W_SYM, R_SYM :\r*
            -INTEGER VARIABLES W_SYMS. R_SYMS :\n\n"
            -EDGE_EXTS(E, I. J, BI, SJ) = YES $ WI(I,E) S RI(J, E) S "
            -BW(BI, E) S BR(BJ, E) :\a\\Omega"
```



```
            * Constraints & objecrive Eunction (Equations)\n"
            *****************************************************)
            *EQUATIONS\n"
            * CONSI(I) Ailow only one write symbol at iteration Inf*
            - CONS2(I) Allow only one read symbol at iteration I\n"
            - CONS3a(S) Calcliace cotal number of each symbol for writes\n"
            - CONS3b(S) Calculate cotal number of each symbol for writes\a"
            - CONS4a(S) Calculate cotal number of each symbol Eor zeacis\:"
            - CONS4b(S) Calculate total number of each symbol for reads\n-
            - CONS5 Calcclate total mumber of write symbols\a*
            - CONS6 Calculate tocal number of read symbols\n"
            - CONS7 Calculace cost of write symbols\n"
            - CONS8 Calculate cost of read symbols\:" ):
    for (b=1; b<B; b++ )
    printsi. constciss (E. I. J. BI. BJ) Force the bit to be .fd. on "
                    "corresponding read of a wriceln", b+8, (b==1?" *:""), b ):
printe( - OBJECT Our objective (cost) Eunction\n"
                ; \n\n*
            -CONSI(I) .. SUM(S. W_X(I, S)) =E= 1 :\r."
            -CONS2(I) .. SUM(S. R_X(I, S)) =E= I :\n*
            -CONS3a(S) .. 8 * W_SYM(S) - SUM(I. W_X(I, S)) =G= 0:\n*
            "CONS3b(S) .. SUM(I. W_X(I. S)) - W_SYM(S) =G= 0:\n"
            CONS4a(S) .. 8-R_SYM(S) - SUM(I, R_X(I, S)) =G= 0;1n"
            *CONS4b(S) .. SUM(I, R_X(I,S)) - R_SYM(S) =G= 0:\n"
            -CONS5 .. W_SYMS =E= SUM(S. W_SYM(S)) :\n*
            CONS6 - . R_SYMS =E= SUMiS. R_SYM(Si):\n*
            -CONS7 .. W_COST =E= SUM((I,S). W_X(I, S) * SMM_COST(S)) :\n*
            "CONS8 .. R_COST =E= SUM((I, S). R_X(I, S) * SYM_COST(S)) :\n\n" );
    for( b=1; b<3; b+e)
    l
        prinef( "CONS%d(E, I. J. BI. BJ) S ( EDGE_EXTS(E. I. J. BI, BJ) ) ..\n". b-8 );
        pZinEEl * SUM(S, W_X(I, S)*BANK_IS_%d(S. BI)) =E= SUM(S, R_X(J, S)="
            *BANK_IS_8d(S. BJ)) :\n\n*, b, b );
    }
    prinff( "OBJECT .. COST =E= (W_SYMS + W_COST) - (R_SYMS + R_COST) ; In\\Omega"
```

```
                                    **********************************************************)
                                    **\n*
                                    #****************************************************\a゙
                                    -MODEL Banks / ALL / :\a"
                                    -OPTIONS LIMROW=10000. LIMCOL=100. RESLIM=90000000. ITERLIM=10000000 :\\Omega*
                                    -SOLVE Sanks USING MIP MINIMIZING COST ;\n* ):
}
void usage( void )
{
    Eprint£( scderr. UsageMsg 1;
    exi=( 1 ):
;
inc main( int argc. char *argv[l )
l
    if ( argc==1 ) (
        Eprinte( stderr. *Number of points --> * ):
        scanE( "%d", &NN ):
        Eprirtf( stderr, eFFT Radix --> " ):
        scan=( "%d". &R );
        Eprireff stderr. *Numuer of leveis --> * ):
        scarE( -&c`, &L )
        Eprintf( scierr. -Memory Banks --> ():
        scanE( -fd*, &B ):
    ! eise if (argc != 5) {
        usage():
    , else {
        N = atoi(argv[1]):
        R = acoi(argv[2]);
        L = acoi(argu(3)):
        B = atoi(argv[4]):
    }
    iE (N := (int)pow(R. L)) {
        Eprintf( stderr, 'Invalid numbers, impossible!\\Omega" ):
        exic(1):
    !
    I = (N / R) | L;
    E = I * R;
    S = (int)pow( 3. R );
    princ_header();
    print_£ft_daca():
    princ_Eable(l
    print_Erailer(|;
    =ecu:% 0:
!
```


## B.2. ILP Source (FFT_16_2.GMS) for 16-point radix-2 FFT, Two Memory Banks

STITLE Assignment of memory banks to variables SOFFUPPER

- Copyright (c) 1999 Amal Khaileash
- (akhailtash@spacebridge.com)
***akhailtashespacebridge.com)
- I6-poinc radix-4 FFT with
- 2 levels and 2 memory banks

* Indices (sets)

SETS
I Iterration number / 0.7 /
S Symbol / 0*15/
B Bic index $/ 0.3 /$
E Edge index $\quad / 0.31 /$
ALIAS (I, J) :
ALIAS (B, BI, BJ) :

```
SERS
    WI(I, E) Writer's Iteracion number
        /
\begin{tabular}{lrrrrr:}
0. & \((\) & 0. & 1. & 2. & 3 \\
1. & \((\) & 4. & 5. & 6. & 7 \\
2. & 1 & 8. & 9. & 10. & 11 \\
3. & 1 & 12. & 13. & 14. & 15 \\
4. & 1 & 16. & 17. & 18. & 19, \\
5. & 1 & 20. & 21. & 22. & 23 \\
6. & 1 & 24. & 25. & 26. & 27 \\
7 & 1 & 28 & 29. & 30. & \(31 ;\)
\end{tabular}
        /
        RI(J, E) Reader's Itera=ion number
            0. ( 16. 17. 18. 19)
            0. (16. 12. 18. 18. 19.
            2. ( 24, 25, 26, 27)
```



```
            5. (1)
        /
        BW(BI. E) Writer's biE numioer
\begin{tabular}{lllllllllll}
0. & 1 & 0. & 4. & 8, & 12. & 16. & 20. & 24. & 28 & 1 \\
1. & 1 & 1. & 5. & 9, & 13. & 17. & 21. & 25. & 29 & 1 \\
2. & 1 & 2. & 6. & 10. & 14. & 18. & 22. & 26. & 30 & 1 \\
3. & 1 & 3. & 7. & 11. & 15. & 19. & 23. & 27. & 31 & 1
\end{tabular}
        \prime
        BR(BJ, E) Reader's bic number
\begin{tabular}{rrrrrrrrrrl}
0. & 1 & 0. & 1. & 2. & 3. & 16. & 20. & 24. & \(28)\) \\
1. & 1 & 4. & 5. & 6. & 7. & 17. & 21. & 25. & 29, \\
2. & 1 & 8. & 9. & 10. & 11. & 18. & 22. & 26. & 30, \\
3. & 1 & 12. & 13. & 14. & 15. & 19. & 23. & 27. & \(31)\)
\end{tabular}
    GGE EXTS(E. I. J. BI. EJ) ECgge exists
    ;
* Given daca (paramecers, cables, scalars
TABLE
    BITS(S. 3) binary equivalenes of symbol S
\begin{tabular}{lllll} 
& 3 & 2 & \(I\) & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & \(I\) \\
2 & 0 & 0 & 1 & 0 \\
3 & 0 & 0 & \(I\) & \(I\) \\
4 & 0 & 1 & 0 & 0 \\
5 & 0 & 1 & 0 & \(I\) \\
6 & 0 & 1 & 1 & 0 \\
7 & 0 & 1 & 1 & 1 \\
8 & 1 & 0 & 0 & 0 \\
9 & 1 & 0 & 0 & 1 \\
10 & 1 & 0 & 1 & 0 \\
11 & 1 & 0 & 1 & 1 \\
12 & 1 & 1 & 0 & 0 \\
13 & 1 & 1 & 0 & 1 \\
14 & 1 & \(I\) & 1 & 0 \\
15 & 1 & 1 & 1 & 1
\end{tabular}
```


## PARAMETERS

```
SYM_COST(S) Cost of each symbol
\begin{tabular}{rrrrrr}
\(0=2\), & \(1=1\), & \(2=1, \quad 3=0, \quad 4=1, \quad 5=0, \quad 6=0, \quad 7=1\), \\
\(8=i\), & \(9=0\), & \(10=0, \quad 11=1, \quad 12=0, \quad 13=1, \quad 14=1, \quad 15=2\)
\end{tabular}
1
BANK_IS_1(S. B) Is one for bank 1
BANK_IS_I(S. B) \(=1 \mathrm{~S}(\mathrm{BITS}(S . B) E Q\) I):
```

```
* Decisior variables (variables)
VARIABLES
    W_X(I. S) Write at iteration I is assigned symbol S
    R_X(I, S) Read at iteracion I is assigned Symbol S
    W_SYM(S) Total number of each symbol for writes
    R_SYM(S) Tocal number of each symbol for reads
    W_SYMS Total wEite symbols
    R_SYMS To=al read symbols
    n_cOST Cose of write symbols
    R_COS: Cost of read symbois
    COS: ToEal cose
    ;
BINARY VARIABLES W_X. R_X, W_SYM, R_SYM :
INTEGER VARTABLES W_SYMS. R_SYMS :
EDGE_EXTS(E, I.J, BI, SJ) = YES SWI(I, E) $ RI(J, E) $ BW(BI, E) S BR(BJ, E) ;
* ConstEaints & objec=ive function (Equations)
EQUATIONS
    CONSI(I) Kilow oniy one wrize symbol at iteration I
    CONS2(I) Allow oniy one read symbol at iteration I
    CONS3a(S) Calculate total numiber of each symbol for writes
    CONS3b(S) Calculace rocal number of each symbol for writes
    CONS4a(S) Calculate Eotal number of each symbol for reads
    CONS4o(S) Calculare =ctal number of each symbol for reads
    CONSS Calculate coral number of wrice symbols
    CONS6 Calculate cotal number of read symbols
    CONS7 Calculate cost of write symiols
    CONS8 Calculace cost of read symbols
    CONS9 (E, I, J. BI. BJ) Force the bit to be ' I' on corresponding read of a write
    OEJECT Our objective (cost) function
    ;
CONSI(I) .. SUM(S. W_X(I, S)) =E= 1 ;
CONS2(I) .. SUM(S. R_X(I, S)) =E=1;
CONS3a(S) .. 8-W_SYM(S) - SUM(I. W_X(I, S)) =G= 0;
CONS3b(S) .. SUM(I. W_X(I, S)) - W_SYM(S) =G= 0;
CONS4a(S) .. 8 = R_SYM(S) - SUM(I. R_X(I, S)) =G=0:
CONS4O(S) .. SUM(I. R_XII. S)) - R_SYM(S) =G= 0:
CONSS .. W_SYMS =E= SUM(S, W_SYM(S)) :
CONSE - . R_SYMS =E= SUM(S. R_SYM(S)):
CONS7 [. W_COST =E= SUM((I. S). W_X(I, S) EMM_COST(S)):
CONS8 .. R_COST =E= SUM((I, S). R_X(I, S) * SYM_COST(S)) ;
CONS9(E. I, J. BI. SJ) S (EDGE_EXTS(E, I. J. BI, BJ) ) ..
    SUM(S,W_X(I, S)*BANK_IS_I(S, BI)) =E= SUM(S, R_X(J, S)*BANK_IS_I(S, BJ)) :
CEJECT . . COST =E= (W_SYMS - W_COST) - (R_SYMS - R_COST) ;
***********************************************************
*
MODEL Banks / ALL / ;
OPTIONS LIMROW=10000. LIMCOL=100. RESLIM=90000000. ITERLIM=10000000 ;
SOLVE Banks USING MIP MINIMIZING COST ;
```


## C．Program to Generate FFT Twiddle Factors

The program is compiled using the Microsoft Visual C＋＋v5．0．

```
C.1. C Source Program TWIDDLE.C
#inciude <conio.h>
#incluce <ma=h.h>
#incivde <s=cio.h>
#include <scdlib.h>
/'#deE之ne DEBUG
cha= Copyright = "Twiddle Eactor VHDL Generator for racix-2 FFT\\Omega"
                        "Copyright (c) 1999 Amal KinailEash lakhailcasi@spacebridge.com)\a\a*:
cinar -UsageMsg = Usage = IVEDDLE <a>\n*
    z: mumber of EET points (power of 2)\n*:
#deEine pi (acos(-1))
void Lsage( void )
{
    €pこミ几こE( s=derr. UsageMsg ):
    exiこ! こ );
}
ine main( ise argc. chaz *argu[l),
l
    int k, n, m
    couble w_real. w.imag:
    int w_real_scaled. w_imag_scaled:
    inこ *W%. *Wi;
    Eprinte( stcierr. Copyright ):
    if (argc!=2)
        usage():
    n = atoi( argv[I] ):
    if ((\operatorname{log}(n)/\operatorname{log}(2)):= (inc)(\operatorname{log}(n)/\operatorname{log}(2)) !
        usage():
    m=n/2:
```



```
    wi = malloc( m * sizeoE(inc) ):
    EO=1 k=0: k<m; k+* ) {
        w_real = cos( 2*k*pi/a ):
        w_imag =-sin( 2*k*pi/a);
        w_reaI_scaled = (inc)(127 * w_zeal):
        w_imag_scaled = (inc)(127 \bullet w_imagl:
        wz[k] = w_real_scaled & OxFF;
        wi[k] = w_imag_scaled & OxFF;
#EEdef DEBUG
```



```
                            w_real. w_real_scaled, wr[kl,
                            w_imag. W_imag_scaled, wi[k] );
endif
    }
    prigef( *
\n* ノ:
    printe( " -- Cons=an= Iwiddle Faccors\n" };
```



```
(n*):
    pIinte( " cype Lookuptable is array(0 to %d) of sed_logic_vector(7 down=0 0);in". m-i
J:
    princE( - constant WR : LookupTable := (\n*);
```

```
for( k=0: k<m: k++) {
    iE (k%&==0 ) printE{ * ) |;
    printE( *X\*802X\**. wrik! ):
    iE (k<m-I) {
        printE( - - ):
        if ({<-1)%8==0 ) prinef(-\a"):
    }
    }
    p=inte( *\几 ):\m\a* ):
    p=incf( * cosstane WI : LookupNaije := (\n* ):
    EOE(k=0: k<m; k->- ) {
        if ( k%8==0 ) printE( * * ):
        pニミニニE(*Xl*gO2X\**, wi [k] ):
        iE (k<m-1 ) {
            prミneE! *, * J;
            iE ((k+I)&8==0) princE(*)n*):
        }
    ;
    prineE( *\ ):\n\\Omega" );
    Eree( wr 1:
    Ezee{ wi !;
    recur: 0
}
```


## C．2．Sample Output of the Program for a 256－point FFT

Twiddle Factoz VHDL Generacor Eor radix－2 FFT
Copyright（c） 1999 Amal Khailcash（akhailcashespacebridge．com）

```
-- Constant Twiddle Fac=ors
cype LooknpTabie is array(0 to 127) of std_logic_vector(7 dowato 0):
constant WR : LookupTable := 6
    X"7E*, X"7E*, X"7E*, X"7E*, X"7E*, X"7E*, X"7D*, X"7D",
```



```
    X*75*, X*74*, X*72*, X*71*, X*70*, X*6E*, X*6C*, X*68**
    X-69*. X*67*. X"66", X*64*, X*62*, X*60*, X*5E*, X*5B*,
    X-59*', X=57%. X*55*, X*52%, X*50%, X"4E*, X*4E*, X"49**
    X*46*, X-43-, X*41*, X"3E*, X"35*, X*39*, X"36*, X"33*,
    X-30*, X*2D*, X*2A", X"27*, X*24", X"21*, X"1E*, X"13*.
    X"18*, X-15%, X*12*, X-0F*, X*0C*, X-09*, X-06*, X*03*,
    X*00*, X*ED", X"FR-. X"F7-. X"F4", X"F1*, X"EE", X"ES"
    X*E8*, X"E5*, X*E2", X"DE*, X"DC", X*Dg*, X"D6*, X"D3*.
    X"DO*, X"CD*, X"CA", X"C7=, X"C5*, X"C2*, X"BE*, X"SD".
    X*BA*, X*B7", X*B5*, X*B2*, X"B0", X-AE*, X*AB*, X"A9**
    X"A7*, X*A5*, X*A2*, X*A0*, X"9E*, X"9C*, X"9A*, X*99*
    X"97-. X-95". X"94*. X"92*. X-90*. X-8E", X-8ミ", X"8C**
    X*8'*, X"8A", X-89*. X-88*. X"87*. X"86*, X"85*, X*85*
    X*84*. X"83*, X*83*, X*82*. X*82*. X*82*, X*82*, X*82*
1:
constant WI : LookupTable := (
```



```
    X*E8*. X*E5*. X*E2*, X*DE*, X*DC*, X"D9*, X"D6*, X"D3*.
    X=DO*, X*CD*, X*CA*, X*C7*, X*C5*, X"C2*, X"BF", X*BD*
    X*BA*, X"B7*, X"B5*, X"B2*, X"B0*, X"AE*, X"AB*, X"A9*
    X*A7*. X"A5", X"A2*, X"A0", X"9E*, X"9C", X"9A", X"99*
    X-97*. X=95*, X-94*, X=92*, X=90*, X-8F*, X-8E*, X"8C*
    X-83*, X-8A*, X-89*, X-88*, X*87*, X"86*, X-85*, X-85*,
    X"84*, X"83*, X"83*, X"82", X*82*, X"82*, X"82*, X"82*.
    X-81", X-82*, X*82*, X-82*, X*82*, X-82*, X"83*, X"83*
```



```
    X*83*, X*8C*, X*8E*, X"8F*, X"90*, X"92*, X*94*, X"95*.
    X-97*. X"99*, X"9A", X"9C*, X"9E", X"A0*, X*A2*, X"A5*,
    X"A7", X-A9*, X"AB*, X*AE*, X"B0*, X"B2*, X"B5*, X"B7",
    X"BA*, X*BD*, X*BF*, X-C2*, X*C5", X"C7*. X*CA*, X'CD*,
    X"D0*, X"D3*, X"D6*, X"D9*, X"DC*, X"DF*, X"E2*, X"ES*.
```



```
1:
```


## D. C Source File Used to Design a Hardware Address Generator

The program is compiled using the Microsoft Visual C++ v5.0.

## D.1. C Source File ADDGEN.C

```
#include <conio.h>
#include <mach.h>
#incluce <scdarg.i>
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#define TEST_I
//*cefine TEST_2
//#cefine TES:_3
i/#cefine TEST_4
#シ£ce:TEST_I
# ceEine SIZE (256*255)
#encif
#iEdeE TEST_2
# define SIZE (256*256)
#endif
#ifdef TEST_3
* define SIZE (12)
#endif
#define EALSE (0==1)
#deEine TRUE (l==I)
typedef unsigned char BYTE:
/1
#ifdef TEST_4
#define SAMPLES 8
#define POWER ((dovble)log?0((double)SAMPLES)/IogIO((couble)2.0))
#ciefine SIZE SAMPLES
int addressl[SIZE*SIZE];
int address2[SIZE*SIZE!;
int address3[SIZE*SIZEl;
inc address4[SIZE*SIZEl;
#endif
!----------------------------------------------------------------------
im= accress[SIZE];
SYTE acc_bic[SIZE]:
#iEdef TEST_1
void gen_addressesl( void )
{
    int X. Y, i, j. X, Y:
    j = 0;
    for( Y=0; Y<65536: Y+=4096 ) // block beight = 15 rows
    {
        for( X=0: X<256: X-=16 ) // block widch = 16 columns
        l
            for(i=0: i<4: i++)
            for( y=0; y<4096: y+=512 ) // every 2nd line
                {
                    for( }x=(y/512)82; x<16: x+=2 ) // every 2nd pixe
                    (
// printf( *Y=%d\tX=%d\Ei=%d\ty=%d\Ex=%d*, y, X, i, y, x ):
```



```
                                j++;
// gecch():
```

```
                    }
                }
            }
        l
!
!
#encif
#ifdef TEST_2
void ge=_adiresses2( void )
{
    シn= X, Y. j. X, Y:
```



```
    j = 0;
    E0=( Y=0; Y<65536: Y ==4096 ) //
    i
        Eor( }\textrm{x}=0;\textrm{O}<<256:X+=16) /
        {or( y=0; y<4096: y-=256) //
            E0={ x=0; x<16: x+- ) ,f
            { acciress[j] = ranc[x]*x - y + X - Y:
                j**
            }
            %
        }
    !
}
#endiE
void print_addresses( void )
{
    int i:
    for( i=0: i<SIZE; i+- )
    {
        iE (i%12==0)
            printf( "%07a:", i );
        iE((i+i)&(12-25)==0) {
                p=incf( "\n");
            if (getch()==27 ) break;
        }
        printE{ -86a", adaress\i!);
    }
    prinef( -\n* ):
}
voic get_acdress_bits( int bit )
l
    in= i:
    for( i=0; i<SIZE; i**)
    {
        add_biE[i] = (address[i] >> bic) & OxI;
    }
l
int bits_equal( int vit. int last)
{
    int i:
    int equal:
    *bit = acd_bit[0]:
    equal = TRUE:
    for( i=1; i<last: i**)
    l
        if ( add_biE[i-1]!=add_bic[i] ) (
            *bic = -I:
            equal = FALSE;
            break:
        }
    }
```

```
    return equal:
l
int halves_equal( int Eirse, int lase )
{
    inc i;
    ine equal;
    equal = TRUE:
    Eor( i=firse: i<last: i**)
    {
        iE ( adc_bit[il!=add_bicllasc-i! ) {
                equal = FALSE:
                b_eak:
        !
    }
    zetuzr equal:
;
inc haives_inversel int Eirse. Ent Iast (
{
    inE i:
    ine inverse;
    inverse = TRUE:
    EOZ( i=first: i<last: i*+ )
    l
        iE ( (add_bi=[E] - ada_bi=[lasc-il)!=1 ) {
            inverse = FALSE;
            b=eaik:
        }
    }
    rezurn inverse;
j
void semi_zandom_sequence( BYTE =Iist, int size, char mapping )
{
    inc i. j. C:
    char buffer(1024]:
    int Eirscl;
    シャに Eiこsこ2;
// pzin=ミ( "Semi-random Sequence...\n" );
    mapping[0] = ' \0.:
    EiESEI = TRUE:
    c = 0;
    EOr( i=0: i<size: i*-) (
        iE ( lisE[i]==1 ) {
            c--:
// prinef( "lisc[8d]=%d\n". i, Iist[i] ):
            iE ( !first1 ) strcac( mapping. * - \n * );
            first2 = TRUE:
            Eor( j=0; j<(int)(log10(size)/log10(2)): j++ ) {
                    if ( !Eirsc2 ) scrcat( mapping. *." ):
                    sprinte( buffer. "C[%d]"; j):
                    strcat( mapping, buffer );
                    if ( (i & (OxI << j))==0 ) scrcac( mapping. "n= );
                    if (Eirst2) Eirst2 = EALSE;
            }
            if (firstl ) first1 = FALSE:
        }
    }
// princf( -%din*. c ):
}
void synth_address( BYTE *list, int size, char *mapping )
{
    int biv, last, m;
// int bit. equal. last;
    char new_mapping[10*1024];
```

```
// printf( -Synch Address...\a" ):
    lase = size:
    do {
        if (bics_equal( &bic, last ) ) (
        sprintf( mapping. -&c*. bi=):
        return:
        l
        lase /= 2:
    | while( halves_equal( 0. last ) ):
// ; winle( halves_equai( 0. last ) && last>0 ):
    if (halves_inverse( 0. las= ) ) {
        m = (int)(log10(lase)/logI0(2));
        if (halves_equal( 0. lase/2) ) {
            sprinef(mapping, -8sC[8dl*, (lisc[0]==0)?*":*no= * m ):
        } else {
            sym=h_address( list. last. new_mapping ):
            sprin=E( mapping. "C[%d] xo= (%s)", m. new_mapping )
        ;
    ; eise {
        semi_random_sequence ( İs=, \as=-2, sew_mapping ):
        sprintf( mapping, -???* ):
        sprinEE( mapping. new_mapping ):
    i
}
******************************************************************************)
```



```
voic trace( char *s. ... )
{
#ミ£des _DEsUG
    va_i̇st args;
    va_starel args. s 1:
    vprintE( s, args );
    va_end( args ):
#endiE
}
#Efcef TEST_4
```



```
    * Bic zeverse the number
    - Change 11100000b to 000001110 or vice-versa
    ***************************************************************************)
inc pemmue( inc index )
{
    inf nl. resule, loop;
    nI = SAMPLES;
    _esul= = 0:
    for( loop=0: loop<POWER: IOOp*+ )
    {
        nI >>= 1; 1* n土 / 2.0 */
        if (index < nl)
                continue:
            result += (int)pow( (couble)2.0. (couble)loop ):
            inciex -= n1;
    }
    return resulc:
}
ノ************************************************************************************)
    .
    *********************************************************************/
void Eft_cif()
{
    int l. i, j. k;
    ine m. n. O. p:
    ine x;
// double w;
```

```
if couble 21. wI. z2. w2:
    x = 0;
    m = SAMPLES / 2;
    : = I:
    for( I=0: I<POWER: I+-)
    l
        O = 0:
        p=m:
        fo=( i=0; i<n; i*-)
        {
            EOz( j=0; j<p; j+-)
            (
                k = (j - o) * permuce(m);
                    if (I<POWER-1)
                    {
                    addressi[x] = j:
                    adcress2[x] = j-m;
                    address3[x] = j;
                    address4{x] = j+m
```



```
                    ; else {
                    acdressi{x] = j:
                    adiress2[x] = j %m;
                    aduress3{x} = permute(j);
                    address4[x] = permute(j)m):
                    Erace( -%d: (%d &d) }->\mathrm{ (%c %d)\n". k. j. j+m, pemute(j). permute(j-m) ):
                    !
                    x+-;
                }
                crace( -\{* ):
                0-= (m 2);
                p->= (m 2):
            }
            \pi/= 2;
            n = 2;
    }
}
#encif
int main( int argc, cinar *argull )
{
    int ミ:
    char cransform[10241;
#i£def TEST_I
    ger__aciressesl(1)
        pミン:=_acaresses();
    for( i=0: i<16: i+- )
    {
        get_adcress_bics( i ):
        symin_address( add_bic, SIZE, cransform ):
        printel * '&s. \t==> adbit &d\n". Eransform. i i:
    l
    pzincE( "\a"):
#encif
#ifdeE TEST_2
    gen_addresses2 (1)
    for( i=0; i<i6; i+*)
    {
        get_address_bits( i ):
        symch_address( add_bit, SIZE, transform ):
        p:EntE(* .%s. \t==> adbic &d\m". transform, i );
    J
    pzinef( -\n* ):
*endiE
#iEdef TEST_3
    address[ 0] = 0; address{ 1] = 2; address{ 2] = 1; adaress[ 3] = 3;
    address[ 4] =0; address[ 5] = 2; address[ 6] = 4; address[ 71 = 5;
    address[ 8] = 0; address[ 9] = 2; address[10] = 4; address[II] = 6;
```

```
    Eor( i=0; i<3; i-P )
    {
    ge=_address_bits( i ):
    symch_address( add_bic. 8. Eransform ):
    primé( ' '&s' ic==> achie &c\\n', EransEomm. i ):
    }
#encis
#¿EceE TES__4
    |---------
    ffた_di£():
// princE( "-\n* ):
    for( i=0; i<SAMPLES; i*+ )
        acdiress[i] = addressl[i]:
        pこうnヒE( "--\n" ):
    EO=( i=0: i<16; i-+ )
    l
        get_address_bits( i ):
            pこEnt£( "---\n" ):
        syoch_accress( add_bit. SIZE. Eransform ):
```



```
    i
#encis
    revuz% 0:
j
```


## D．2．Sample \＃1

```
\begin{tabular}{|c|c|}
\hline －C［3］\({ }^{\circ}\) & ＝＝＞adbit 0 \\
\hline － \(\mathrm{C}[\mathrm{Cl}]^{\text {．}}\) & ＝\＃＞adbic 1 \\
\hline －CII］． & ＝\＃＞adoic 2 \\
\hline － C ［2］． & ＝„＞acoit 3 \\
\hline － C ［8］． & ＝＝＞adbit 4 \\
\hline ＇C［9］． & ＝＝＞adbit 5 \\
\hline － Cl 10\(]^{\circ}\) & ＝\＃adbit 6 \\
\hline －Cil1！ & ＝＝＞adbí 7 \\
\hline － 0. & ＝A＞adbic 8 \\
\hline －C 3 ］． & ＝a adbit 9 \\
\hline ＇C［4］． & ＝＝＞adbit 10 \\
\hline －C［5］． & ＝＝＞adoic 11 \\
\hline －C［12］． & ＝＝＞adoic I2 \\
\hline －C［13］． & ＝＝＞adbit 13 \\
\hline －C［14］． & ＝\(=\) adbic \(\$ 4\) \\
\hline －C［15！\({ }^{\text {c }}\) & ＝＝＞adbic 15 \\
\hline
\end{tabular}
```


## D．2．Sample \＃2

```
C[0:.C{:!*.c[2!.c[3!~
C[0].C[1]^.C[2].C[3]-
C[O].C[1].C[2].C[3]. ==> adbic 0
-C[01~.c[1].C[21^.C[3]-
C[01~.C[1].C[2]^.C[3] -
C{0].c[1].c[2].c[3]. ==> adbit 1
-C[01^.C[1]^.C[2].C[3]^*
C[01.C[1!^.C{2].C[3]^*
C[0]n.c[1]^.C[2].C[3] +
C[0].C[1]^.C[2].C[3]*
C[O].C[i].C[2].C[3], ==> ac̉bit 2
C[01^.C[1].C{2]^.C[3]*
C[0]^.C[1]^.C[2].C[3] +
C[0].C[1]^.C[2].C[3] +
C[0].C[1].C[2].C[3]. ==> acbit 3
C[8]: ==> adbic 4
-C[9]. ==> adoit 5
.c{10). ==> adbit 6
C[II]. ==> adbit 7
-C[4]: ==> adbic 8
c[5]. ==> adbic 9
-C[6]. ==> adbit 10
-ci7.. ==> adbic 11
-C[12]' ==> adbit 12
-C[I3]. ==> adbit 13
-C[14]. ==> adbic 14
```

```
C{15!. ==> adoit 1S
```


## D．2．Sample \＃3

| $\begin{aligned} & \mathrm{C}[0]^{\wedge} . \mathrm{C}[1] . \mathrm{C}[2]^{\wedge} \\ & \mathrm{C}[0]_{.} \mathrm{C}(2] . \mathrm{C}(2)^{\sim} \end{aligned}$ | ＞adbic 0 |
| :---: | :---: |
| － $\mathrm{C}[0]$. | $\Rightarrow$ adbit 1 |
| －C［0］～．C［1］．C［2］ |  |
| c［0］．c［1］．c［2］． | ＝＝＞adbit 2 |

## D．2．Sample \＃4

| ＇Cl0］$\quad==>$ adoit 0 |  |
| :---: | :---: |
| －CIO1～．C［1］．c［2］＊ |  |
| C［0］．C［1］．C［2］ | ＝\＃＞adbit 1 |
| －Col＾．C［1］．C［2］－ |  |
| C［0］．C［1］．C［2］． | ＝＝＞adbiこ 2 |
| － 0. | ＝＝＞adbiこ 3 |
| － 0. | ＝＝＞adbie 4 |
| － 0. | ＝＝＞adbic 5 |
| － 0 ． | ＝$\Rightarrow$ acabit 6 |
| － 0 ． | ＝$=$ adbí 7 |
| － 0. | ＝＝＞açoミこ 8 |
| － 0. | ＝＝＞adibiた 9 |
| － 0. | ＝＝＞adbie 10 |
| － 0. | ＝＝＞adoit 11 |
| － 0. | ＝＝＞adbiた 12 |
| － 0. | ＝＝＞adbit 13 |
| － 0. | ＝＝＞adioit 14 |
| － $0^{\circ}$ | ＝＝＞adbit 15 |

## D. VHDL Source Files for 1024-point Complex FFT

```
-- ALEior ( Amai Khailcash
-- >>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> COPYRIGHT NOTICE <<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
-- ---------------------------------
-- Copyright 1999 (c) Amal KChailEash
-- This is a pubIic domair code. You may use or modify it as long as you
-- mention my name as the criginal author.
-------------
```



```
-- ------------------
- I MAKES NO WARRANTY OF ANY KIND WITH REGARD TO THE USE OF THIS CODE. EITHER
-_ EXPRESSED OR IMPIIED. I ALSO TAKE NO RESPONSIBIIITY OF ANY DAMAGES, THE USE
-- OF THIS CODE MAY CAUSE.
D.1. FFT Component Hierarchy
-- CFETIO24
_-
- addrgen_bitrev
|
-- acizgen_linear
I
-- butcezfiy
    I
    +- muic
    -m
        +- reg_pipe_singie
    *- reg_pipe
    -con=roller
    |
    +- reg_pipe_single
    mem_bank
|
-- skew_buffer
!
    Ewiacle_fac=ors
```


## D.2. addrgen_bitrev.vhd

```
--
librazy ieee;
use jeee.std_logic_1164.all:
use ieee.std_logic_arith.alI:
use ieee.std_logic_unṡgned.all:
enticy adargen_bicrev is
    generic ( WIDTH : positive ):
    pore (
        reset_n : in sta_logic:
        ciock : in sed_logic:
        enable : in std_logic:
        addr : Out std_logic_vector(WIDTH-I downto 0)
    1:
end entity addrgen_bitrev:
architecture rcl of addrgen_bitrev is
    -- - Registered Signals
```

```
signal addr_int : sEC_logic_veccor(WIDTH-1 dowreo 0):
```

Degin

```
|-******************************************************************************)
-- * Comioinational Assigmments
g_bit_rev: for i in addr_int'range generate
    adcr(i) <= addr_int(addr'length-i-I):
end genera=e;
--
__****************************************************************************)
symc: pracess( =eset_n. clack )
begin
    if ( resec_n='0' ) then
        addr_int <= (others=>*0'):
    elsif ( rising_edge(clock) ) then
        if ( emable='1' ) ther
            addr_inc <= adcr_int - '1`
        enċミミ;
    enc゙ミミ:
end process sync;
```

enc archicecture rci:

## D．3．addrgen＿linear．vhd

```
--
library ieee:
use ieee.std_logic_1164.al1:
use ieee.std_logic_arich.all;
use ieee.stċ_logic_unsigned.all:
entity adargen_linear is
    generic (WIDTH : positive l:
    pore l
        reset_n : in std_logic:
        clock : in std_logic:
        enable : in std_logic:
        addr = out std_logic_vector(WIDTFEI dowrto 0)
    nd entity addrgen_linear:
architecrure =tl of addrgen_Inear is
    -- - Regiscered Signals
    signal addr_int : scd_Iogic_veccor(WIDTH-1 downco 0):
begin
```



```
-- * Combinational Assignments
-- ***********
--
-- "
sync: process( reset_n, clock )
begin
    if ( reset_n='0') cher
        addr int <= (ochers=>'0');
    elsif ( rising_edge(clock) ) ther
        if ( enable='I') then
            addr_inc <= addr_int * 'I':
        end if:
    end if:
end process sync;
```

end arciniceccure $==1$ :

## D.4. butterfly.vhd

```
--
library ieee:
use ieee.sed_Iogic_1i64.alI:
use ieee.scd_logic_arith.ali:
use ieee.scd.logic_unsigned.all:
enticy butcezEly is
    pore (
        resec_= : in scc_logic:
        ciocik : in scd_iogic:
        enable : in std_logic:
        w_= = in sec_logic_vecror( 7 dowrco 0):
        W_i : in ste_logic_vec=or( 7 dowmeo 0);
        a_= : in sta_Iogic_vec=or(i5 downto 0);
        a_i : in stci_logic_vector(15 down=0 0):
        O_= : in sed_iogic_vec=oz(15 downco 0):
        b_i : in scd_lcgic_veccor(15 down=0 0):
        x_= : out sed_logic_vector(I5 downto 0):
        x_: : OUE sEC_Iogic_vecEO=(15 downto 0):
        y_= : ou= std_logic_vecror(15 downto 0):
        y_i : out std_logic_veccor(15 downto 0)
    1:
enc enti=y buccerfly:
archisecture r=1 of buccerfly is
-- - Camponene= Deciara=ions
-- ---------------
    generic (
        DEPTH : posicive;
        WIDTH : posiEive
    1:
    por: (
        rese=_2 : in stc_logic;
        clock : in sed_logic;
        enabie = in std_logic;
        i : in sta_logic_veccor(WIDTH-i downco 0);
        c : cu= sEd_IOgic_vec=0=(b.IDTK-: cow:=0 0)
    1:
enc componen=;
component mult
    generic (
        A_WIDTH : positive:
        B_WIDTH : posicive
    1:
    pore (
        resec_n : in sca_logic;
        clock = in sed_logic;
        enable : in sed_logic;
        a : in std_IOgic_vector(A_WIDTE-1 downto 0):
        b : in scd_logic_vector(B_WIDTK-1 downco 0);
        F : OuE std_logic_veccor((A_WIDTH-B_WIDTE-1) cownto 0)
    1;
end component:
--
-- - Regiscered Signals
signal ar plus br : std logic_vecco=(16 downco 0);
signal ar_plus_br : scd_logic_veccor(16 downco 0);
signal ar_minus_br : std_Iogic_veccor(16 downto 0):
signal ai_minus_bi : scd_logic_vector(16 downto 0):
```

| signal po | std_logic_vector(24 | 5ato |
| :---: | :---: | :---: |
| signal pl | std_logic_vector(24 | cownco 0): |
| signal p2 | = std_logic_vector(24 | downce 0): |
| signal pi | : scd_Iogic_vecror(24, | cownco 0): |
| signal po_minus_pl | : std_logic_vectar(25 | downto 0): |
| signal p2_plus_p3 | std_logic_vector(25 | downto 0): |
| ṡgral W_=_cel | : std_logic_vector 7 | downeo 0): |
| signal w_̇_del | sti_iogic_večorl | downco 01: |

begir.

```
-------=----------------------------------------------
-- The Eoliowing should be calculaveci:
-- 
-- x_i = (a_i (b_i):
-- Y_r = (a_= - b_= * w_= (k) - (a_i - b_i)*W_i(k)
-- y_工 = (a_i - b_i)* (b_r(k) * (a_r - b_r)"W_i(k)
-- ------------------------------------------------------------------------------------
-****************************************************************************)
-- " Component Instantiations
```



```
i_pipe0: reg_pipe
    generic map( DEPTH=>9. WIDTH=>16 )
    pore mapl
        resec_n => rese=_n.
        clock => clock
        enable => enable.
        i => ar_plus_b=(15 downco 0).
        0 => x_=
    1;
1_pipel: reg_pipe
    generic map( DEPTH=>9, WIDTH=>16 )
    pore map!
        reser_n => reser_n,
        clock #> clock
        enable }=>\mathrm{ enable.
        i => ai_plus_bi(i5 cow:co 0).
        O => x_i
    1:
i_mul=0: mule
    generic map( A_WIDTH=>17, B_WIDTH=>8 )
    port map (
        reset_n => reser_n.
        ciock => clock.
        enable => enabie.
        a => ar_minus_or.
        b => w_r_del.
        p
i_muIEI: mule
    generic map( A_WIDFH=>17. S_WIDTH=>8 )
    pore mapl
        reser_n => reser_n,
        clock => clock.
        enable => enable,
        a => ai_minus_bi.
        b => W_i_del.
    p
    1:
i_mule2: mule
    generic map( A_WIDTH=>17. B_WIDTH=>8 )
    pore map(
        rese=_n => reser_n,
        clock => clock.
        enable => enable.
        a => ai_minus_bi,
        b ## w_r_del.
```

```
            p => p2
    1:
    シ_mulこ3: mu!に
        generic mapl A_WIDTH=>17. B_WIDTK=>8 1
        port map(
            reset_n => rese=_n.
            clock => clock.
            enable => enable.
            a }\quad=\mathrm{ ar_minus_br.
            b => w_i_del.
            p => p3
    1:
--
#***************************************************************************)
process( reser_n. clock )
begin
    if ( =eset_n=00) ther
        ar_plus_br <= (ochers=>.0.);
        ai_plus_bi <= (aciers=>'0'):
        a=_minus_br <= (a-hers=>'0.):
        ai_minus_bi <= (achers=s'0.);
        w_z_del <= (0-hers=>.0.):
        w_i_del <= (oshers=>.0.):
        p0_minus_pi <= (others=>00.);
        p2_plus_p3 <= (others=>'0'):
        Y_= <= (ochers=>.0'):
        y-i <= (oshers=>.0.):
    elsif ( rising_edge(clock) ) ther
        if ( enable='I') then
            ar_plus_br <= sxt( a_工. 17 ) sxt( i__=. 17 ):
            ai_plus_bi <= sxe( a_i, 17 ) - sxt( b_i, i7 )
            ar_minus_br <= sxt( a_r. i7 ) - sxc( b_r, 17 );
            ai_minus_bi <= sx=( a_i. 17 ) - sxt( b_i. 17 ):
            w_r_del <= w_r:
            W_i_del <= W_I:
            pO_minus_p1 <= sx=( po. 26) - sxc( p1. 26 ):
            p2_plus_p3 <= sxt( p2. 26) - sx=(p3. 26 ):
            Y_= <= p0_minus_pl(25 downco 10);
        endif
    enc if:
end p=ocess:
```

end architecture rel：

## D．5．cfft1024．vhd

```
--
librany ieee:
wse ieee.std_logic_1164.all:
use ieee.sed_iogic_arith.all;
use ieee.std_logic_unsigned.all:
enṫcy cfft1024 is
    pore (
        resec_n : in std_logic:
        clock : in std_logic:
        enable : in std_logic;
        stare : in sed_logic:
        busy : out sta_logic:
        done : out sed_logic:
        data_in : in scd_logic_vector( 7 downco 0):
        daca_out : out sed_logic_veceor(15 downto 0)
    J:
```

end entity cEEE1024:
archicecture zcl of cffti024 is

```
-- --------------------------------------------------------------------------------------------
-- - Componener Declararions
componenc addrgen_bicrev
    generic ( wIDTH : positive ):
    port (
            reser_n : in std_logic:
            clock : in sed_logic:
            enable : in sed_logic:
            addr : out scd_logic_vector(WIDTH-I downto 0)
    1:
end component addirgen_bitrev:
componen: acidrgen_linear
    gene=ic ( WIDTH: posiEive ):
    poこ= (
            reser_= : in scd_logic:
            ciock : in stajlogic:
            enabie : in scd_logic:
            addr : out sed_logic_vector(WIDIH-1 dowato 0)
    1:
endं componenc adiargen_Iinear:
component butterfly
    POZE (
            reser_n : in scd_Iogic:
            clock : in sed_logic:
            enable : in sed_logic:
            w_z : in std_logic_vector( 7 downto 0):
            w_i : in sta_logic_vectar( 7 downco 0);
            a_= : in std_logic_vector(15 downto 0):
            a_i : in std_logic_veccor(15 downto 0):
            b_r : in ste_logic_vector(15 downto 0);
            b_i : in sed_logic_vector(15 cownco 0):
            x_r : cut scd_logic_vector(15 downco 0);
            x_i : out sed_logic_vector(15 downco 0):
            y_z : Out scd_logic_vector(15 downco 0);
            Y_i : out scd_logic_vector(15 downto 0)
    1:
end component butcerfly:
componer: controller
    port (
        reser_n : in std_logic:
        clock : in sta_logic;
        enable : in std_logic;
        staze : in std_logic:
        busy : ouE sec_logic:
        done : out std_logic;
        engine_enable : out std_logic:
        k
        out std_logic_vector(8 dowtito 0):
        out sed_logic:
        oue sed logic;
        out std_logic:
        out std_logic:
        out std_logic:
        out std.logic:
        out sed_logic;
        out std_logic:
        write_sel : out std_logic:
        read_sel : out std_logic:
        bank_sel : out std_Iogic_vector(1 downto 0);
        skew_enable : out std_logic
        bank0r_we
        bank0i_we
        banklr_we
        bankii_we
        enable_w_addrgen
        enable_r_addrgen0
        enable_r_addrgenl
        select_r_adargen
    1;
end component controller:
component mem_bank
    pore (
        clock : in std_logic:
        we : in std_logic:
        w_addr : in std_logic_vector( 8 dowmco 0):
```

```
    w_din : in sed_Iogic_vecto=(15 downto 0):
    I_addr : in sed_logic_vec=or( 8 downto 0):
    r_doue : ouc scd_logic_veccor(15 downco 0)
    |:
end compone:2 mem_bank:
```

```
componenc skew_buffer
```

componenc skew_buffer
pore (
pore (
reser_n : in std_logic:
reser_n : in std_logic:
clock : in scd_logic:
clock : in scd_logic:
enable : in sed_logic:
enable : in sed_logic:
djno : in stc_logic_vector(15 dowato 0):
djno : in stc_logic_vector(15 dowato 0):
dinl : in std_logic_vector(15 downco 0):
dinl : in std_logic_vector(15 downco 0):
dou=0 : out scd_lagic_vecear(15 downeo 0):
dou=0 : out scd_lagic_vecear(15 downeo 0):
dout1 = oue std_logic_vecco=(15 dowmto 0)
dout1 = oue std_logic_vecco=(15 dowmto 0)
J:
J:
enc componene skew_buEEer:

```
enc componene skew_buEEer:
```

component $\mathrm{cwidile} f a c c o r s$
pore (
$k$ : in std_logic_vector(8 downco 0):
$w_{1}=$ : owe sccilogic_vectori7 cownaco 0!:
$w_{1}$ : out sci_logic_večoz(7 cowrso 0)
1:
end component $x$ widdie_factors:
-- - Conscancs \& New Types

constant zero8 : sEa_logic_vector(7 downeo 0 ) := (ociners=>'0.):
-- - Regiscezec Signais
signal $k \quad:$ std_logic_vector 8 cowneo 0 ):
signal engine_enable
signal w_
signal $W_{-i}$
signal a_r
signal a-i
signal b_
sigral b_i
signal $x_{-}$
signal
$x$
signal $x_{-}$
signal $x_{-}$
signal $Y=$
signal Y_i
signal skew_enable : scc_logic:
$\begin{array}{ll}\text { signal data_realo } & \text { : sta_logic_vector (15 downto 0): } \\ \text { signal data reall } & \text { : std logic vector (15 cowreo 0): }\end{array}$
signal data_reall
signal cata_imago
signal dara_imag1 : sed_logic_veceor(15 downto 0):
signal bank0 $\quad$ _we std_iogic:
sigral bankor_w_addr
signal bark0r_w_din
signal bankor_r_addr
signal bankOr_צ_dout
signal bankoi_we
signal bankoi_w_addr
signal bankoí_w_din
signal bankoi_工_addr
signal bankOi_r_dout
sccilogic:
stdilogic_vector $(7$ downto 0);
std logic vector $(7$ downto 0):
: scd_logic_veccor( 7 downeo 0):
sed_logic_vector(15 downco 0):
: scd_logic_vector (15 downco 0):
: scd_logic_veccor(15 downco 0):
: sca_logic_vector(15 downto 0):
: scd_logic_vector (15 downico 0):
: std_logic_vector (15 downto 0):
: std_logic_vector (15 downco 0):
: sed_logic_vector(15 downto 0):
signal skew_enable : scc_logic:
$\begin{array}{ll}\text { signal data_realo } & \text { : std_logic_vector (15 downto 0): } \\ \text { signal data_reall } & \text { : std_logic_vector }(15 \text { dowreco } 0) \text {; }\end{array}$
= sci_iogic_vector (15 cowreo 0):
: std_logic:
std_logic: $\quad$ (ogic_vector 8 downto 0);
: scd_logic_vector(15 downto 0):
: std_logic_vector(15 downto 0):
: std_logic_veccor( 8 downico 0):
: stc_logic;
stc_logic;
: std_logic_vector(15 downto 0):
signal bankl上_we
: std_logic_vector(15 downto 0):
std_logic:
signal banklr_w_adar
: std_logic;
signal banklr_w_din
std_logic_vector (15 downto 0):
signal bankIr=_adar
: std_logic_vector ( 8 downto 0):
signal bankir_=_adar
signal banklr_r_dout
: std_logic_vector(15 downto 0):
signal bankli_we : std_logic;
signal bankli_we
signal bankIj_w_addr

ine_enable : scci logic
ignal bankor we
: scd_logic_veceor(15 downto 0):
std_logic_veccor(15 downto 0):
signal bankIi_w_addr: std_logic_vector( 8 dowato 0):

begin


```
_- * Component Ins=an=iations
```



```
wriこe_addrger: addrgen_bi=rev
    generic map( WIDTH=>9 )
    pore map(
            reser_n => reser_n,
            clock => clock.
            enabie => enable_w_addrgen.
            adar => wzice_address
        \prime;
read_acdrgen_lin: add_gen_linear
    generic map( WIDTH=>9)
    pore map(
        reset_n => Eeset_n.
        clock => clock.
        enable => enable_r_acdrger0.
        aciar => read_address0
    1:
read_addrgen_br: addrgen_bicrev
    geñeric map( WIDTH=>9 )
    por= mapl
        zeser_2 => reser_n.
        ciock => clock.
        enable => enable_r_addrgen1.
        addr => read_address1
    1:
engine: buccerfiy
    pore map (
        rese=_n => reser_n.
        clock => clock.
        enable => engine_enable.
        w_r => w_r.
        w_i => w_i.
        a_r => a_r.
        a_i => a_i.
        b_r => b_r.
        b_i => b_i.
        x_= => x_r.
        x_i => x_i.
        Y_= => Y_r.
        Y_i => Y_i
    1;
ffc_concroller: concroller
    poze map (
        resec_n => reser_z.
        clock => ciock.
        enable => enable,
        scart => scare.
        busy => busy.
        done => done.
```

```
'Ippe-=-TTYueq <= Ippe-z
'UTP-m-TTYuEq <= UTP'M
'xppe-m- !Tyueq <= rppe-m
        'OM-ITHueq <= כM
            YDOTS <= YDOTD
                                    dew בxod
```


anop-x ITyueq $<=$ anop-a
גрре-д-玉irureq $<=$ appe-x
- चTP-m-ニTHueq $<=$ LTP-
xppe-m-atyueq $<=$ appe-m $^{-m}$
- $\mathrm{OM}^{-1 I r r e q}<=\quad$ əM
YフOTア <= YフOTS
deul בxod





- TTP ${ }^{-}$- 10 rueq $<=~ \because T P-m$

$\mathrm{OM}^{-10 Y 4 е G ~}<=\quad \mathrm{OM}$
YフOTD $=$ צフOTD
deun בiod


| $: 1$ |  |  |
| :---: | :---: | :---: |
| ISeut ${ }^{\text {cepp }}$ | ＜ | Iznop |
| －obeurtesep | ＜ | 0בnop |
| $T^{-1}$ | ＜＝ | İ： |
| －${ }^{-x}$ | ＜ | 0ごTP |
| －әiquera－maxs | ＜＝ |  |
| －サフOT゚ | ＜ | YフOT？ |
| －－－ | ＜＝ | －こesəコ |
|  |  | deva コニ |
| Э $\ddagger$ nq－mexs |  | $57$ |$: 1$

    「Terコーenep <= : nnop
    - OIEFコーセבFP <= 0こnop
            - \(-\pi<=\) TR
            - \(-x<=0\) olp
    - atcieur-mass <= əโqeir

サ-コəงəコ <= ェーコəงəコ
) dew =こod



```
        __dout => bankIi_r_dout
    1:
twiddles: twiddie_factors
    pore map (
        k => k.
        w_z => w_r.
        w_i => w_i
    ):
```



```
-- * Combinational Assigmmen=s
#-******************************************************************************)
a_= <= bank0 _r_douc:
a_i <= bank0i_r_ciout:
b_z <= banklr_r_doue;
b_i <= bankli_r_dout:
banj0=_w_addr <= wsite_address:
baric0\_N_aciar <= write_address:
bani!\Sigma_w_accr <= wriEe_adcress:
janiciE_w_accir <= wzite_address;
zeac_aciress <= read_aciress0 when ( selecr_r_adcrgen='0' | else
                        zead_addressI:
bank0=_r_addr <= read_address:
barikOi_r_addr <= read_address:
barkIr_=_addr <= read_address;
barirli___adcr <= reac_address;
---
process( reset_r. clock )
begin
    iE ( zeser_n='0' ) then
        bank0=_W_cin <= (others=>'0.):
        bank0i_w_din <= (others=>'0.);
        bankI=_W_din <= (ochers=>'0');
        bankii_w_din <= (ochers=>'0.):
        daこa_out <= (ochers=>*0'):
    elsif ( rising_edge(clock) ) then
        iE ( enabie='I' ) then
            if (write_sei=`0' ) cher
                bankOr_w_din <= (zero8 & data_in):
                bankOi_w_din <= (zer08 & data_in);
                bariciz_W_cin <= (zeroa & data_in):
                bankli_w_din <= (zeros & data_in):
            else
                bank0z_w_tin <= daca_zeal0;
                bank0i_w_din <= dara_imag0;
                bankIr_w_din <= data_reall;
                bankIi_w_din <= data_imagl:
            end if:
            data_out <= (others=>'0.):
            if ( read_sel='I') chen
                    case bank_sel is
                    when *00* =>
                            data_out <= bankOr_=_dout:
                    when -01* =>
                            daca_out <= bankOi_r_dout:
                    when "10" =>
                    data_out <= banklr_r_dout;
                    when 'I1" =>
                            data_out <= bankli_r_dout:
                        when ochers => null;
                end case:
                enc if:
        end if:
    enc iE;
```

enc process:
enc archicecture $上=1:$

## D.6. controller.vhd

```
--
Eiovary ieee:
use ieee.scd_logic_Il64.all:
use ieee.stc_logic_arich.all;
wse ieee.scd_logic_unsigned.all:
encity concroller is
    pore (
        resec_: : in sid_Iogic:
        clock : in sec_Iogic;
        erabie : in sec_logic;
        s=are : in sta_logic:
        Zusy : out std_logic:
        co:e : out std_logic:
        engine_enable : our stc_logic:
        i : out std_logic_vector(8 cownto 0):
        bankOr_we : ou= sed_logic:
        bank0̇_we : out std_logic:
        banklr_we : out sed_logic:
        bankli_we : out sed_logic:
        enable_w_addrgen : out std_logic:
        enable_r_addrgen0 : out sed_logic;
        erable_z_addrgenl : out sed_logic:
        select_=_adirgen : out std_logic:
        wzite_sel : out ste_logic:
        read_sel : out sed_logic;
        bank_sel : out std_logic_vecto=(1 downto 0):
        skew_enable : out sta_logic
I;
end entity concrollez;
archisecture rel of controller is
```

```
-- - Componener Declarations
------------------------
component reg_pipe_single
    generic (
        DEPTH : positive
    1;
    pore (
            resec_n : in stc_logic:
            clock : in sEd_logic:
            enable : in std_logic:
            i : in std_logic;
            o : out sed_logic
        ):
    end component:
    -- ----------------------
```



```
    constant N_DATA : integer := N_POINTS*2:
    constant N DATA DIV2
    integer := NDATA/2
    constant N_DATA_DIV2 : integer := N_DATA/2;
- constant LEVELS : integer := log2(N_POINTS):
    constant LEvELS = integer := 10:
    constant NODES : integer := LEVELS*NODES_PER_LEVEL:
```

    type ControllerSeateType is ( IDLE.
    WR_DOR. WR_DOI. WR_DIR, WR_DII, START_PROCESS, PROCESS_NODE, FLUSE: RD DOR. RD_DOI, RD_DIR, RD_DII, DONE_PROCESS 1:
actribute syn_encoding of ControlierstateIYpe $=$ rype is onehor": sigaal cerlps, cerl_ns : ConcrolierSeateType; aことribuce syn_state_machine of cerl_ps $=$ signal is crue:

```
-- - Regiscered Signais
```


signal enable_w_addrgen_into : sEc_logic:
sinal : sua-logic:
signal enable_w_addrgen_inci_del : scd_logic:
signal bankor_weo : std_logic:
signal bankoi_weo : sedilogie:
signal banklr_we0 : std_logic:
signal banicli_weo $=$ stc_logic:
sigral bank0=_wel : std_logic:
sEgrai banicui_wei : sEã_Iogici
signal banki=_wei $\quad$ seci_logic:
signal barikij_we! : sed_iogic:
signal bark0r_wel_dei $=$ sta_logic:
signal bankoi_wel_del $=$ sed_logic:
signal bankirwel del : std logic
signal bariki_wei_del $=$ scd_logic:
signal skew_enabie_inc : std_logic;
signal data_count $\quad$ sed_logic_vector (10 downto 0):
signal node_count $\quad$ std_logic_vector (12 cownto 0):
signal flush_coune $\quad$ : sed_logic_vector ( 3 downto 0):
signal done_int $\quad$ : std_logic;

## begin

```
--******************************************************************************)
-- * Component Instantiations
```



```
E_pipe_enable_w_adargen: reg_pipe_single
    genezic map i DEPTH=>12 )
    port map (
        reser_n => reset_n.
        clock => clock,
        enable => enable.
        i => enable_w_addrgen_incl.
        0 => enajie_w_adirgen_incI_ciel
    1:
E_pipe_bank0r_we: reg_pipe_single
    generic map ( DEPTH=>12)
    pore map (
        reser_r => reset_n.
        clock => clock.
        enable => enable.
        i => bankOr_wel.
        0 => bankOr_wel_del
        1:
i_pipe_bank0i_we: reg_pipe_single
        generic map ( DEPTH=>12 )
        pore map (
            zeser_n => reser_n.
            clock => clock.
            enable => enable.
            i => bark0i_wel.
            o => bank0i_wel_del
        1:
i_pipe_banklr_we: reg_pipe_single
        gereric map ( DEPTH=>12 )
        pore map (
```

```
        reser_n => resec_n.
        clock => clock.
        enable => enrole.
        i => banklr_wel.
        O => banklr_wel_del
    1;
i_pipe_banicli_we: reg_pipe_single
    generic map ( DEPTKi=>12 )
    pore map (
        reset_n => reser_n.
        clock => clock.
        enable => enable.
        i => bankli_wel
        0 => bankli_wel_del
    );
i_pipe_skew_erabie: reg_pipe_single
    generic map ( DEPTH=>iO )
    poze map
        resec_n => resec_n.
        ciock => Ciocic.
        enable => enabie.
        i => skew_enable_ine.
        O => skew_enable
    1:
-- * Combina=ional Assigmments
-- Combinaこional Assignments 
busy <= .0. when( cerI_Ps=IDLE ) else '1':
k <= sini( node_count(8 downto 0), node_coune(12 downeo 9) 1;
enable_w_adirger <= enable_w_addrgen_int0 or enable_w_adirgen_inri_dei;
bankOr_we <= bank0r_we0 or bank0r_wel_del;
bankOi_we <= bank0i_we0 or bankOi_wel_del:
banklr_we <= banklr_we0 or bankir_wel_del:
bankij_we <= bankii_weo or bankli_wel_del:
-- *
```



```
sync: process( rese=_n. clock )
begin
    iE ( zeser_n=*O' ) Ehen
        cone_int <= '0':
        done << . 0%;
        data_count <= (ochers=>.0.);
        node_cou:It <= (others=>'0.);
        Elush_court <= (ociners=> * 0.);
        wrice_sel <= '0';
        bank0r_we0 <= 0%:
        bank0i_we0 <= '0.:
        banklr_we0 <= .0':
        bankli__we0 <= 0':
        bank0r_wel <= 0';
        bank0i_wel <= .0':
        bankl__wel <= '0':
        bankli_wel <= '0';
    read_sel <= 0';
    bank_sel <= 000":
    engine_enable <= '0';
    skew_enable_int <= '0';
    enable_w_addrgen_int0 <= '0';
    enable_w_addrgen_intl <= '0':
    enable_r_addrgen0 <= 0':
    enable_z_addrgenl <= '0':
    select_r_addrgen <= 00':
```

```
    ccrl_ps <= IDLE:
elsiE ( :ising_ecige(clock) ( then
done <= done_int;
if ( enable='I') chen
    ccrl_ps <= ctrl_ns:
    done_int <= 00:
    bank0r_we0 <= 0.:
    bank0i_we0 <= .0%:
    banklr_we0 <= '0':
    bankli_we0 <= 0':
    bank0=_we: <= .0*:
    bank0i_wel <= 0.:
    barkiz_wel <= '0':
    barki\sum_wei <= '0';
    read_se: <= '0':
    bank_sel <= "00":
    enable_w_adargen_int0 <= 00%;
    enable_w_addrgen_intl <= '0';
    enable_r_addrgen! <= '0':
    case cErl_ps is
    wher IDLE =>
        enable_r_acidrgen0 <= '0.:
        select_r_adargen <= '0':
        data_count <= {ociers=>'0'):
        node_counc <= (oriers=>.0.);
        Elush_count <= (others=>'0.):
    when WR_DOR =>
        wzice_sel <= 00%
        bank0r_we0 s= 1.:
                data_coure <= daca_count + 'I':
        When WR_DOI =>
                wrice_sel <= .0':
                bank0i_we0 <= '1':
                dara_count <= data_count - 'I':
                e:able_w_addrgen_int0 <= '1':
    when WR_D1R =>
        wrice_sel <= 0.0
        banǐi__we0 <= !i':
        dara_count <= dara_count + '1':
        when WR_DII =>
            wrice_sel <= '0':
            bankii_we0 <= 1!:
            data_count <= daca_count + '1':
            enable_w_acargen_inc0 <= 'I";
        when START_PROCESS =>
            write_sel <= 'I':
            enable_r_addrgen0 <= '1*;
            enable_r_add_genl <= '0.
            select_r_addrger <= '0*:
            node_count <= (others=>.0.):
            if ( ctrl_ns=PROCESS_NODE ) then
                    engine_enable <= '1';
                    skew_enable_int <= '1';
            end if:
    when PROCESS_NODE =>
            enable_w_addrgen_intl <= 'I':
            bank0y_wel <= '1';
            bank0i_wel <= 'I':
            banklr_wel <= '1':
            bankli_wel <= '1';
```

```
                    noce_count <= node_count + '1':
            wher FLUSH =>
            Elush_count <= EIUsh_count - 'I':
            if ( ctrl_ms=RD_DOR ) then
                    done_int <= '1':
                    engine_enable }<= 0.0
                    skew_enable_inc s= '0.:
                    enable___addrgen0 <= '0':
                selecr_=_addrgen <= '1';
            end if:
                    wher RD_DOR =>
                    reaci_sel <= 'I':
                            bark_sel <= "OC":
                            data_count <= da=a_courte - 'I':
                            enable_=_adargenl <= 'I':
when RD_DOI =>
    zeac_sel <= 'I';
    banic_sei <= -01*:
    daこa_count <= ভ̇aこa_covミに - I?:
when RD_DIR =>
    read_sel <= 'I':
    bank_sel <= -IO":
    data_counc <= daこa_count - 'I':
    erajle_r_adirgenl <= '1':
when RD_DII =>
    read_sel <= 'I':
    bank_sel <= -11*:
    data_ccune <= data_count * '1':
when DONE_PROCESS =>
when others =>
            da=a_count <= (others=>.0.):
                enc case:
    erca if:
    enc if:
e:d process symc:
```



```
-- *
--***************************=**********************************************
combin: process( crrl_ps, stare, data_count, node_count, Elush_count )
begin
    case ctrl_ps is
        when IDIE =>
            if ( scart='0') ther
                    ccrl_ns <= IDLE;
            else
                CErI_ns <= WR_DOR:
            end if;
        when WR_DOR => CEIl_ns <= WR_DOI;
        when WR_DOI => ctrl_ns <= WR_DIR:
            if ( data_count=N_DATA_DIV2-1 ) then
                cerI_ns<< WR_DIR;
            else
            ctri_ns <= WR_DOR;
            end if:
        when WR_DIR => Ctrl_ns <= WR_DII:
        when WR_D1I =>
            if (data_count=N_DATA-1) then
                cerl_ns <= START_PROCESS:
            else
                ctrl_ns <= WR_DIR:
            end if:
        when START_PROCESS =>
                CTrl_ns <= PROCESS_NODE;
```

```
        when PROCESS_NODE =>
            if ( node_count=NODES-1 ) then
                ctrI_ns <= FLUSH:
            else
                CEI_ns <= PROCESS NODE;
            end if:
            when FLUSH =>
            if (Elush_counc/=* 1100* ) then
                    CEEI_ns <= FLUSF:
            else
                CEİ_ns <= RD_DOR:
            end if:
            wher: RD_DOR => ceri_rs <= RD_DOI:
            wise: RD_DOI =>
            if (data_counc=N_DATA_DIVZ-2 ) then
                c=rI_ns <= RD_DIR:
            else
                CErl_ns <= RD_DOR:
            end if:
            wher:RD_DIR => cE=l_ns <= RD_DII:
            when RD_DII =>
            iE ( da=a_counc=N_DATA-1 ) Enen
                    c=ri_ns<= DONE_PROCESS:
                    else
                    cEこI_ns <= RD_DIR:
            end iE;
            when DONE_PROCESS =>
            cErI_ns <= IDLE;
            wher others => ctrl_ns <= IDLE:
                            end case:
end process combin;
end archi=eceure rel:
```


## D．7．mem＿bank．vhd

```
--
\ib=a=------
Zこbrazy syrplify
use ieee.scd_logic_1164.all:
use ieee.stdlogic arich.all:
use ieee.scd_logic_unsigned.all;
use sympiify.a=rribures.ail;
er.Eミこy mem_bank is
    port {
        clock : in sed_logic:
        we : in std_logic:
        w_addr : in sta_logic_veccor( 8 downto 0):
        w_din : in std_logic_vector(15 dowrto 0):
        E_adds : in stc_logic_vector( 8 downto 0):
        z_dout : out sed_logic_vector(15 downco 0)
    1:
enci entity mem_bank:
architecture rti of mem_bank is
    -2,
    -- - Constants & New Types
    eype MemType is array( 0 co 511 ) of std_iogic_veceor(I5 downto 0):
    -- - Regiscered Signals
    -- ------------------
```

```
attribute syn_ramstyle of mem : signal is -block_ram":
    signal =_adcr_reg : sed_logic_vector(8 dowmto 0):
```

begin


```
    -- * Combinacional Assigmments
```



```
    r_dout <= mem( conv_integer(r_add__reg) ):
    --
    - **********************************************************************
    Write: process( clock )
    begis
        if ( rising_eage(clock) ) then
            if (we='I' ) ther
                mem( conv_integer(w_adcr) ) <= w_cin;
            enci if;
        I_adir_reg <= I_adcir:
        enc if:
    enc process Wrice:
enco architec=ure こと1:
```


## D.8. mult.vhd

## -

library ieee:
library synplify:
use ieee.scd_logic_II64.aII:
cse ieee.std_logic_arich.ali:
use ieee.scd_logic_unsigned.all;
--use ieee.std_Iogic_signed.all:
use synpliEy.actributes.all:

```
encity mult is
    generic (
        i_WIDTH : posicive := 8;
        B_WIDTH : posicive := 8
    1:
    por=1
        reser_n : in std_logic;
        clock : in sed_logic:
        enable : in sed_logic:
```

        a : in std_logic_vector(A_WIDTH-1 downto 0):
        b : in sed_logic_vector(B_WIDTH-1 dowsto 0);
        P : out sti_logic_veccor((A_WIDTH-B_WIDTH-i) downto 0)
    ):
    end encity mult:
archicecture rcl of mult is


```
-- - Conscants & New Types
cype PTYPE is array(B_WIDTH-I downto i) of sEC_Iogic_vector(A_WIDTF cownco 0):
type ATYPE is array(B_WIDTH-I downto 1) of std_logic_vecEcr(A_WIDTH-1 downE0 0):
-- - Registered Signals
signal ppO : std_Iogic_veccor(A_WIDTK-1 dowaco 0):
signal pp : PTYPE:
sigral a_reg : ATYPE;
signal b_reg : std_logic_vector(B_WIDTH-1 dowEto 1):
signal pp1 : stc_logic_vector(A_WIDIF downto 0):
signal pp2 : std_logic_veccor(A_WIDTF downto 0):
signal pp3 : std_logic_vector(A_WIDTH downco 0):
signal pp4 : std_Iogic_vector(A_WIDTH downto 0):
signal pp5 : std_logic_vector(A_WIDTH downto 0):
signal pp6 : stci_logic_vecco=(A_WIDTH downco 0),
signai pp7 : std_iogic_vector(A_WIDTH downto 0):
```


## begin

```
-- - Componen= Instantiaċons
```

-- - Componen= Instantiaċons
\#-**************************************************************************)
i_bn: for i in B_WIDTH-1 cownco I genera=e
i_b: reg_pipe_single
gereric map ( DEPTH=>i )
poI= map (reset_n=>resec_n, clack=>clock. enable=>enable, i=>b(i), o=>b_reg(i) );
end generate:
-- Calculate che final result
i_po: reg_pipe_singie
generic map ( DEPTH=>3_WIDTH-1 )
port map ( reser_n=>reser_r. clock=>ciock, enable=>enabie, i=>ppo(0), o=>p(0) ):
i_pn: for i in 3_WIDTH-2 downco 1 generate
i_pn: reg_pipe_single
generic map ( DEPTH=>B_WIDTH-1-i)
pozr map (reset n=>reset_n, clock=>clock, enable=>enable, imppp(i)(0), o=>p(i) ):
end generate:
_- "******************************************************************************)
-- " Combinacional Assigrments

```

```

p((A_WIDTH-B_WIDTH-I) dOWALO B_WIDTH-1) <= PP(B_WIDTH-1) (A_WIDDTH dOWELO 0):

```
```

_-*

```
_-*
process( reset_n, clock )
process( reset_n, clock )
begin
begin
    if ( reset_n=.0* ) then
    if ( reset_n=.0* ) then
        a_reg <= (others=>(others=>'0.1);
        a_reg <= (others=>(others=>'0.1);
        ppo <= (ochers=>'0');
        ppo <= (ochers=>'0');
        pp <= (ochers=>(others=>'0.));
        pp <= (ochers=>(others=>'0.));
    elsif ( rising_edge(clock) , then
    elsif ( rising_edge(clock) , then
        if ( enable='1') , then
        if ( enable='1') , then
            for i in B_WIDTH-1 downto 2 loop
            for i in B_WIDTH-1 downto 2 loop
                a_reg(i) <= a_reg(i-l):
                a_reg(i) <= a_reg(i-l):
            end loop:
            end loop:
            a_reg(I) <= a;
            a_reg(I) <= a;
            -- Calculace the first multiplication
            -- Calculace the first multiplication
            for i in A_WIDTH-1 downco 0 loop
            for i in A_WIDTH-1 downco 0 loop
                    ppo(i) <= a(i) and b(0):
                    ppo(i) <= a(i) and b(0):
            end loop:
            end loop:
            -- Calculate the incermediate results
            -- Calculate the incermediate results
            for i in I to B_WIDTH-1 IOOp
            for i in I to B_WIDTH-1 IOOp
                    if i=1 then
                    if i=1 then
                    if ( b_reg(i)=.1, ) then
                    if ( b_reg(i)=.1, ) then
                        pp(i)<=(ppO(A_WIDTH-1) & ppO(A_WIDTH-1) & ppO(A_WIDTH-I downto 1)) +
```

                        pp(i)<=(ppO(A_WIDTH-1) & ppO(A_WIDTH-1) & ppO(A_WIDTH-I downto 1)) +
    ```
```

                                    (a_reg(i)(A_WIDTH-I) & a_reg(i)):
                    else
                    pp(i)<= ppO(A_WIDFF-I) & ppO(A_WIDIH-I) & ppO(A_WIDIF-1 downto i):
                    end if:
            eisif (i=(B_WIDTH-i) ) chen
                    if (b_reg(i)=`1') then
                    pp(i) <= (pp(i-i)(今_WIDTH) & pp(i-I)(A_WIDTF downco 1)) -
                                    (a_reg(i)(A_WIDTH-1) & a_reg(i)):
                    else
                            pp(i) <= (PP(i-I)(A_WIDTH) & pp(i-I)(A_WIDTH downto I)):
                            end if:
            eise
                    if (b_reg(i)='I') cher
                    pp(i) <= (pp(i-I)(A_WIDTH) & pp(i-1)(A_WIDTH downto 1)) -
                                    (a_reg(i)(A_WIDTH-i) & a_reg(i)):
                    else
                    pp(i) <= (pp(i-I)(A_WIDTH) & pp(i-I)(A_WIDTF downco i)):
                    end if:
            enc if:
            end loop:
        end ミミ:
    enc if:
    enc process;
    end architecture =5:;

```

\section*{D．9．reg＿pipe．vhd}
```

--

```
Iibrary ieee;
use ieee.sta_logic_il64.all:
use ieee.sta_logic_arith.all:
use ieee.std_logic_unsigned.all:
entity reg_pipe is
    generic ?
        DEPTH : posiEive:
        WIDTH: : positive
    1:
    poze
        reser_n : in std_logic:
        cloci : in stdilogic:
        enable \(:\) in sta_logic;
        \(i\) : in std_Iogic_vector(WIDTH-1 downco 0 ):
        0 : out std_logic_veccor (WIDTH-1 downco 0 )
    1;
--begin
-- asserc DEPTH>1 report "Test" severicy ERROR;
-- assert WIDTE:>I report "Tese" severicy ERROR;
enc enticy reg_pipe:
architecture rel of reg_pipe is
    -- - Constants \& New Types
    type RegType is array (DEPTH-I downto 0 ) of std_iogic_vector (WIDTH-1 downto 0):
    -- - Registered Signals
    signal reg : RegType:
begin
    -- "**********************

    \(0<=r e g(D E P T H-1)\);

    _- .
```

    process( zeser_n. ciocir )
    begin
        if ( resec_n=*0*) ther
            reg <= (orhers=>(ochers=> 0.)):
        elsif ( sising_edge(clock) ) ther
            if ( enable='1' ) ther
            if ( DEPTH>1 ) chen
                    for i in DEPTY-1 downto l loop
                        reg(i) <= =eg(i-I):
                    end loop:
            ena iE:
            reg(0) <= i:
            end if:
    end if:
    end process:
    ```
end architecture =cI:

\section*{D.10. reg_pipe_single.vhd}
```

--
library ieee:
use ieee.scd_logic_i164.all:
use ieee.scd_logic_arich.ali,
use ieee.stíllogic_unsigned.all:
entity reg_pipe_single is
generic (
DEPTF: : posiEive
1:
pore (
reser_n : in sed_logic:
clocik : in sed_logic:
enable : in sta_logic:
i : in scd_logic:
o : out scd_logic
1:
--begir
assert ( DEPTH>I ) =eport "Test" severity ERROR:
end entiry reg_pipe_single:
architecture rcl of reg_pipe_single is

```
    -- - Regiscered Signals
    sigrai zeg : sこc_Iogic_vector(DEPRF-i downco o):
begin
```

-- * Combinational Assignments

```
-
\(0<=\operatorname{reg}(D E P T H-1)\) :

    --
    -- ******************
    begin
        if ( reset_n=. 0 ) then
            reg \(<=\) (OChers=> \(0 \cdot\) );
        elsif ( rising_edge(clock) ) then
            if ( enable=-1•) then
            if ( DEPTH>1) then
                reg \(<=\) reg (DEPTH-2 downco 0) \& i:
            else
                        reg \((0)<=i\) :
            end if:
            end if:
            end if:
    end process:
```

e:d archi=ecture rcl:

```

\section*{D.11.skew_buffer.vhd}
```

--
library ieee:
use ieee.std_logic_1164.all;
use ieee.std_logic_arich.all:
use ieee.std_logic_unsigred.ali;
encity skew_buffer is
port |
reser_n : in sed_logic:
clock : in sec_logic:
enable : in sca_logic:
dino : in std_logic_veccor(15 downco 0):
ij::i : in scd_logic_vec=o=(15 downto 0):
cout0 : out sed_logic_vector(15 downco 0):
dotel = out sed_logic_vector(I5 down=0 0)
1:
enci e:ricy skew_buffer;
architecture =cl of skew_buffer is

```
    -- - Constanes \& New Types
    type RegType is array (0 to 1 ) of std_logic_vector (15 downto 0 ):
    -- - Regiscered Signals
    -- ------------------------------1
    \(\begin{array}{ll}\text { Signal } \\ \text { Signal regi } & \text { : RegType; }\end{array}\)
    signal reg2 : RegType:
    signal reg 3 : RegType:
    signal in_count \(\quad\) sta_logic_veccor( 1 downto 0):
    signal ir_count_del : std_logic_vector(1 downeo 0);
    signai in_cour=_del2 : sec_logic_vector(1 downco 0):
begin
    --
    process ( resec_n. clock )
    begin
        if ( reset_n='0') then
            reg0 \(<=\) (others=> (others \(=>0\) 0.) ):
            regi \(<=\left(\right.\) others \(=>\left(\right.\) others \(\left.\Rightarrow 0^{\circ} 0^{\circ}\right)\) )
            reg2 \(<=\) (ochers \(=>\left(\right.\) others \(\left.=>^{\circ} 0^{\circ}\right)\) )
            reg 3 <= (others \(=>\left(\right.\) others \(\left.=>\cdot 0^{\prime}\right)\) ):
            in_count \(<=\) (others \(=>0^{\circ} 0^{\prime}\) ):
            in_count_del <= (others=>'0');
            in_count_del2 <= (ochers=> \(0^{\circ}\) ):
            douto <= (ozhers=> 0'):
            doutl \(<=\) (ochers=> \(0^{\circ}\) ):
            elsif ( rising_edge(clock) ) then
            if ( enabie='1) ) then
            in_count \(<=\) in_count + in':
            in_count_del <= in_count:
            in_count_del2 <= in_count_del:
            case in_count is
                            when "O0" \(\Rightarrow\) reg \(0(1)<=\) dinI; regO(0) \(<=\) din0:
                                when \(001 \mathrm{ln} \quad \Rightarrow\) regi(1) \(<=\) dinl: regi(0) \(<=\) din0:
                    wher " \(10^{\text {- }} \Rightarrow\) reg2 \((1)<=\operatorname{dinl;~reg2~}(0)<=\) dino:
                    when ochers \(=>\) reg3(1) \(<=\) diri: reg3 \((0)<=\) din0:
```

end case:
case in_counc_del2 is
when "00. => doutl <= regi(0): douc0 <= reg0(0):
when -01. => doucl <= regi(I): douco <= reg0(I):
when "10" => dout1 <= zeg3(0): douc0 <= reg2(0):
when others => douti <= zeg3(I): dout0 <= reg2(I):
end case:
end if:
end if:
erd process:

```
enc azchitecture rel;

\section*{D.12. twiddle_factor.vhd}
```

--
i\bza=` ieee:
use ieee.std_logic_ii64.all:
use ieee.std_logic_arich.all:
use ieee.stci_logic_unsigned.alI:
entity twidcle_Eactors is
pore (
k : in scd_logic_vector(8 cownto 0);
w_z : OLE s=d_Iogic_vector(7 downto 0):
w_亡 : out scd_iogic_vecroz(7 downco 0)
1:
enc' entiEy twidcle_faceors:
architecture rel of cwiddle_factors is

```
    -- - Constanes \(\&\) New Types
    type Lookuptable is array (0 to 5il) of std_logic_vector(7 downto 0):
    conssanc WR : LookupTabie :=










        \(X^{*} 70^{*}, X^{-6} F^{*}, X^{-6} F^{*}, X^{-6} 6 E^{*}, X^{*} 6 E^{*}, X^{*} 6 E^{*}, X^{*} 6 D^{*}, X^{-6} D^{*}\),

























```

    X*94*. X*94*. X*94*. X*95*. X'95*. X*96*, X*96*. X*96*,
    X*97*. X*97*. X*98*, X*98*. X*99*, X"99*. X*9A*. X*9A".
    X"9A*, X-98*, X-98*, X*9C*, X-9C* , X"9D* X"9D*, X-9E*.
    X"9E*, X-9F*, X*9F*, X*AO*, X*AO", X*A1*. X*A1*. X*A2*.
    X*A2*, X*A3*, X*A3*, X*A4*, X*A5*, X*A5*, X*A6", X*A6",
    ```





```

    x-BF-, x-CO*, x-C1*, x-C1*. x*C2*. x*C3*, x*C3*. X*C4*.
    ```





```

    X`E2*, X*E2*, X*E3-. X*E4*, X'E5*, X'E5", X*E6*, X*E7*
    X-E8*. X*E8*, X*E9". X*EA*. X*E8*. X'EC*. X'EC*. X"ED*
    ```


```

    X-FA*, X-FE*. X*FC=, X"ED*, X*FD* X'FE* X*FF*, X=00-
    );

```
begi:
```

-- ********************

```
Combinational Assignments
W \(=\) WR1 convinteger(k) )
\(W_{-i}<=\) WR( conv..integer \((k)\) ):
end archizecture rtl

\section*{D.13. Testbench "cfft1024_tb.vhd"}
```

--
Iibzary ieee;
use ieee.std_logic_1164.all:
use ieee.std_logic_arith.all:
use ieee.std_logic_unsigned.all:
use std. Eextio.all;
use ieee.std_logic_textio.all:
entity cfftl024_tb is
end encity cffeIO24_Eb;
azchicec=ure behavioral of cffた:024_co is

# 

-- - Componenet Deciaracions
component cefrl024
pore (
reser_n : in std_logic:
reser_n : in sed_logic:
enable : in std_logic:
seare : in std_logic:
busy : out std_logic;
dore : our std_logic:
data_in : in std_logic_vector( 7 downto 0)
data_out : out std_logic_vector(15 downto 0)
1:
end component cffel024;
component twiddle_faccors
port {
k : in scd_logic_vector(8 downco 0):
w_r : out std_logic_vector(7 downto 0):
w_i : out std_logic_vector(7 downto 0)
1:
end component twiddle_factors:

```
```

    -- - Constares & New Types
    constant N_POINTS : integer := 1024;
    constant N_DATA : inceger := N_POINTS*2-1;
    constant NODES_PER_LEVEL : inceger := N_POINTS/2;
    -- constant LEVELS
constant LEVELS
constant ITERATIONS : integer := NODES_PER_LEVEL*LEVELS:
type MemType is array( 0 to 511 ) of std_logic_vector(15 downto 0):
signal mem_barjo0= : MemType:
sigral mem_bark0i : MemType;
signal mem_banklr : MemType;
signal mem_bankli : MemType:
-- - Procedures and Functions
-- ---------------------------------------------------------------------------------
-- ---------------------------------------------------------------------------------------
-- - Signal Declara=ions
signal reset_= : scd_logic:
Signal reset_= : std_logic:
signai clock : std_logic:
signal scare : std_logic:
signal busy : std_logic:
signal done : sta_logic:
sigral daca_in : sca_logic_vector( 7 dowreco 0):
sigral data_out : std_logic_vec=or(125 downto 0):
begin

```


```

    -- - Component Instantia=ions
    ```
```

    -- - Component Instantia=ions
    ```


```

    L゙ヒ: cff=1024
    ```
    L゙ヒ: cff=1024
        pore map (
        pore map (
            reser_n => reser_n.
            reser_n => reser_n.
            clock => clock.
            clock => clock.
            enable => enable.
            enable => enable.
            start => start.
            start => start.
            busy => busy.
            busy => busy.
            done => done.
            done => done.
            cata_in => data_in.
            cata_in => data_in.
            data_out => data_out
            data_out => data_out
        );
        );
-- twidiles: twidi\e_factors
-- twidiles: twidi\e_factors
-- pore map (
-- pore map (
-- k => i.
-- k => i.
-- \mp@subsup{W}{_}{=}=> W_r.
-- \mp@subsup{W}{_}{=}=> W_r.
-- w_i => w_i
-- w_i => w_i
-- 1;
-- 1;
    _- *******************************************************************************************)
    _- *******************************************************************************************)
    -- * Combinational Assigmments
    -- * Combinational Assigmments
    #-*****************************************************************************)
    #-*****************************************************************************)
    ClkGen: process
    ClkGen: process
    begin
    begin
        reset_n <= '0'. '1' after 5 ns:
        reset_n <= '0'. '1' after 5 ns:
        Iocp
        Iocp
            clock <= '0'. '1' after 10 ns:
            clock <= '0'. '1' after 10 ns:
            waic for 20 ns:
            waic for 20 ns:
        end loop:
        end loop:
    end process ClkGen;
    end process ClkGen;
    --
    --
    -- -
    -- -
    ApplyStimulus: process
    ApplyStimulus: process
        Eile input_vector : cext open read_mode is "source.exe":
        Eile input_vector : cext open read_mode is "source.exe":
        file inpur_vector : texr:
        file inpur_vector : texr:
        variable l : line:
```

        variable l : line:
    ```
```

    variable d_zeal : sec_logic_vector( 7 downco 0):
    variable d_imag : sce_iogic_veceor( }7\mathrm{ downto 0);
    variable data_count : sta_logic_vector(10 downto 0):
    begin
dara_coun= := (ochers=>'0'):
enable <= '0':
scare <= '0.
data_in <= (ochers=>'0'):
wait uneil zising_edge(cIock):
enable <= '1':
scare <= '1':
waic unEil rising_edge(clock):
searc <= '0':
Eile_open( imput_vector, "source.exr", read_mode );
while not ercifile( inpur_vector) loop
readiinef imput_veccor. I 1:
read( l. d_real !:
da=a_in <= d_real:
wait until zising_edge{clock):
readine! inpur_vector. 1 ):
reaci( 1. d_imag );
da=a_in <= d_imag:
waic uncil rising_edge(clock);
end ioop:
Eile_close( inpur_vecror ):
waiE:
end process ApplyStimulus:

```
```

-- *

```
-- *
*************************************************************************
*************************************************************************
CaptureOurpuc: process
CaptureOurpuc: process
    EiIe outpuc_vector : texr:
    variable 1 : Iine:
    variable dara_counc : sed_logic_vector(IO downto 0):
begin
    Eile_open( output_vector. "result.txt". write_mode ):
    loop
        waic until zising_eage(clock);
        exic when done='1';
    end loop:
    data_court := {orhers=>*0.};
    while ( daca_count/=N_DATA ) loop
        wait uncil rising_edge(clock):
        data_count := data_count + '1':
        write( 1. data_out ):
        write( l, string'(* ["] ):
        hwrice( 1, data_out ):
        w-ite( l. string'(*)-1 ):
        wriceline( output_vector. 1 ):
    enc loop:
    write( i. data_out):
    write( l, string'(* [*) ):
    hwrice( 1. data_out ):
    write(1, string.{-1") ):
    writeline( output_veccor. 1):
    file_close( output_vector ):
    wait:
end process CaptureOurput:
end architecture behavioral:
```


[^0]:    ${ }^{1}$ Register Transfer Level
    : Field Programmable Gate Array

[^1]:    ${ }^{3}$ Application Specific Integrated Circuit
    ${ }^{4}$ Digital Signal Processing
    ${ }^{5}$ Peripheral Component Interconnect
    ${ }^{6}$ Moving Pictures Experts Group
    ${ }^{7}$ Intellectual Property
    ${ }^{8}$ Electronic Design Automation
    ${ }^{9}$ Mean Time To Market
    ${ }^{10}$ Non-Recurring Engineering

[^2]:    "Very Large Instruction Word

[^3]:    ${ }^{12}$ System On a Chip

[^4]:    ${ }^{13}$ Hardware Description Language
    ${ }^{14}$ VHSIC (Very High-Speed Integrated Circuit) Hardware Description Language

[^5]:    ${ }^{15}$ Design For Testability

[^6]:    ${ }^{16}$ Electronic Design Interchange Formar
    ${ }^{17}$ Standard Delay Format

[^7]:    ${ }^{18}$ Fast Fourier Transform

[^8]:    ${ }^{19}$ GAC $=$ Generic Address Generator

[^9]:    ${ }^{30}$ Discrete Fourier Transform

[^10]:    ${ }^{21}$ Configurable Logic Block

